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1. Purpose

The purpose of this document is to specify the procedures for installing a Validation Cell for use in the Defense Information Infrastructure (DII) Common Operating Environment (COE) Kernel Platform Compliance (KPC) Program. 

This document contains the procedures necessary to install the KPC Validation Host and Candidate Platform in a Reference Cell. Additional information for those vendors wishing to establish a test environment to prepare for KPC Candidate Platform validation testing has been provided, where applicable.

NOTE: The Remote Installation Validation Procedure provides its own setup procedures apart from those specified in this document. It is recommended that the Remote Installation test be run either before this setup procedure is run or after all the other validation procedures are run.

2. Document Conventions

The following conventions were used in this document:

	Courier Font
	This font indicates keyboard entries, operating system commands, window titles and dialog boxes, file and directory names, and screen text. For example, type the following command at the prompt:
setenv boot-device diskN


3. Scope

3.1. Overview

The KPC Validation Host provides services and test data to client systems under test in the KPC Program. The KPC Validation Host contains an operating system (Red Hat Linux 7.2) with the DII COE Kernel, and Netscape Web Browser software installed.

3.2. Hardware Configuration

This document assumes two types of hardware configurations (cells). A Reference Cell contains two Intel-based computers as described in the following table. A Validation Cell contains one computer as the Validation Host and one vendor supplied computer as the Candidate Platform. This document describes in detail the setup and configuration of a Reference Cell. Appendix E contains a recommended setup and configuration procedure for a vendor’s Candidate Platform.

The DII COE Engineering Office sets minimum hardware configuration specifications. The JITC Reference Cell hardware is listed in the table below.
	Hardware
	Candidate Platform
	Validation Host

	System Model
	Intel Based
	Intel Based 

	Memory
	128 Megabytes or greater
	128 Megabytes or greater

	Hard Disk
	Two 9 Gigabyte IDE
	Two 9 Gigabyte IDE

	Network Adapter
	100BaseT
	100BaseT

	Tape Drive
	8mm DAT
	8mm DAT

	CD-ROM Drive
	SCSI
	SCSI

	Printer
	Local, Parallel Port PostScript Laser Printer
	


3.3. Validation Cell Configuration

The JITC KPC validation cell is depicted in Figure 1. The reference cell is depicted in Figure 2. Both cells include one Ethernet Hub, one Validation Host, one Candidate Platform, and one network laser printer. The Candidate Platform in the Reference Cell is an Intel-based computer.
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Figure 1. Validation Cell Configuration
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Figure 2. Reference Cell Configuration

A DISA provided ASCII/postscript printer is attached to the cell network as a standalone node. This printer is used during the “Print Services” validation procedure as well as providing general print services in support of validation operations.

3.4. Document Overview

Section 4 of this document lists the documents needed to install and configure the software required on the Validation Host and the Candidate Platform. These documents may be downloaded from the DISA web site at:

http://diicoe.disa.mil/coe/kpc/LPC/linxcoe4206.html
Section 6 of this document specifies the Validation Host software installation sequence, and variable parameter values, if required.

Section 0 specifies the Candidate Platform software installation, and variable parameter values, if required.

Appendix B contains sample DNS server files required for the Validation Host to operate as a DNS server.

Appendix C contains sample backup and restore scripts.

Appendix D contains notes for installing the kernel and segments from CD.

Appendix E contains a procedure for the vendor to use as a template when constructing the installation procedure for a submitted system.  The KPC testers will then use the vendor-modified procedure to setup the vendor's system for testing.  It has not been validated and is known to have errors.  It should be used solely as a template. 

4. Referenced Documents

The following documents, in addition to this document, provide instructions for installing and configuring the software required on the Validation Host and the Candidate Platform:

· DII.4205.SOL8.IP, Defense Information Infrastructure (DII) Common Operating Environment (COE) Installation Procedures (IP) for Kernel Version 4.2.0.6 (Red Hat Linux 7.2), 30 September 2002 [CM-XXXXX]

5. Pre-Installation Procedures

The following software segments and the above-referenced documents must be obtained before beginning software installation. The software cannot be accurately installed without them. 

5.1. DoD Provided Software

The DoD provided software could be obtained from the DII COE Configuration Management (CM) home page at:

http://diicoe.disa.mil/coe/kpc/LPC/linxcoe4206.html

The following software segments are required:

	Segment Name
	Version
	Platform
	CM Reference 

	DII COE Kernel (COE)
	4.2.0.6
	Red Hat Linux 7.2
	 

	DII COE Developer’s Toolkit (DIIDEV)
	4.2.0.6
	Red Hat Linux 7.2
	 

	KPC Test Data for 4200P6
	1.0.0.0
	Red Hat Linux 7.2
	 


5.2. Red Hat Inc. Provided Software

The Linux version 2.4 software provided by Red Hat Inc. (version 7.2) and must be obtained directly from Red Hat or an authorized Red Hat dealer. 

5.3. Vendor Provided Software

The software provided by the vendor includes the DII COE 4206 Kernel and Developer’s Toolkit source code to be compiled on the vendor platform.

5.4. COE Kernel and Patch Nomenclature

This discussion applies to the COE Kernel 4.2.0.0 and above.

As the 4.2.0.0 kernel has developed, its once simple naming convention has acquired some confusing twists. This section discusses these twists in an attempt to reduce the confusion.

As patches are released for the 4.2.0.0 kernel they are labeled sequentially; P1, P2, P3, etc. The notation Kernel 4.2.0.0PX means the 4.2.0.0 kernel with Patch X. Each patch is a “rollup” of prior patches. That is, Patch 4 contains all the changes of Patch 3 plus some more. So, it does not matter how many patches were installed before any given patch. A 4.2.0.0P4 system which has Patch 1, Patch 2, Patch 3 and Patch 4 installed over Kernel 4.2.0.0 looks the same as a system with only Patch 4 installed over Kernel 4.2.0.0.

The first variation in this notation came with kernel support for HP-UX 11 and Windows 2000. The Kernel 4.2.0.0 is not supported on these platforms and a new kernel at the level of Kernel 4.2.0.0P3 was supplied. Since any informal kernel built at the Patch Y level has been named 4.2.0.Y, this kernel is named 4.2.0.3. But, the same patch nomenclature has been used. So, Kernel 4.2.0.0P4 designates a system with Kernel 4.2.0.0, Patch 2 and Patch 4, or a system with Kernel 4.2.0.3 and Patch 4.

Patch 5 introduced the next variation. Not only was Patch 5 released, a Kernel 4.2.0.5 was also released. This patch introduced significant feature additions (primarily related to remote kernel and segment installation) and the Kernel 4.2.0.5 became a new baseline. All subsequent patches require either Kernel 4.2.0.0P5 or Kernel 4.2.0.5. Subsequent patches will be roll-ups from the 4.2.0.5 baseline.

This introduced options for the nomenclature for subsequent patches. Patch 6 could be named 4.2.0.0P6 to remain consistent with the previous naming convention, 4.2.0.5P6 to call attention to its requirement for 4.2.0.5 baseline but still show its continuation with earlier patches, or 4.2.0.5P1 to indicate it is the first roll-up since Kernel 4.2.0.5. The COE Engineering Office chose to use 4.2.0.0P6.

In an attempt to circumvent confusion, a shorthand notation has been adopted. The name 42PZ means the appropriate Kernel (4.2.0.0, 4.2.0.3, or 4.2.0.5) and Patch Z.

6. Validation Host Installation

Configure the Validation Host as follows:

1 Install Red Hat Operating System

2 Install DII COE Kernel Version 4.2.0.6

3 Install KPC Test Data for 4200P6

4 Configure DNS server

5 Edit files used for backup and restore

6 Edit hosts file

7 Install SPCFG

8 Backup the Validation Host

9 Restore the Validation Host.

NOTES:

1. The following procedures must be executed in the order presented. 

2. Appendix D contains notes for installing the Kernel and segments from CD.

6.1. Installation of Red Hat Linux 7.2 Operating System

Install the Red Hat Linux 7.2 Operating System using the steps outlined in the DII COE Installation Procedures (IP) for DII COE Kernel Version 4.2.0.6 (Red Hat Linux 7.2).

The following table lists configuration parameters specific to this setup if they vary from the IP.

	STEP
	Reference Configuration 

	Installing the Red Hat Linux 7.2 Operating System (Section 4)

	Steps 24-36: Partition names with example sizes and disk designations.

NOTE: The partition sizes here are recommended only.  The sizes may be adjusted to take advantage of larger disks.  An installation message warning of unused disk space may be safely ignored.

NOTE:  Click the “Force to be primary partition” radio button for / and /boot partitions.
	Slice
Name
Size

0
/
1000 fixed

1                    /boot                128  fixed

1
swap
512 or 2x RAM size

3
/h
fill to max size

4
/home1
1000 fixed

5
/home2
1000 fixed

6                    /opt                  1000 fixed

7                    /usr                  2000 fixed

8
/var
1000 fixed

9                    /tmp                  512  fixed

10                  /test                   512  fixed

11
/security1
 100  fixed

12
/security2
 100  fixed

	Step 44:  System Information
	IP address:                    204.34.175.194

Netmask:                       255.255.255.0

Network:                       204.34.175.0

Broadcast:                     204.34.175.255

Hostname:                      kpchost

Gateway:                        204.34.175.194

Primary DNS:                204.34.175.194

Secondary DNS:             none

Ternary DNS:                 none



	Steps 59-61:  Select the following Package Groups.
	Printing Support

Classic Window System

X Window System

GNOME

Network Support

NFS Server

WWW Server

DNS Server

	Step 65:  Select the following individual packages.
	binutils

pdksh

sharutils

sudo

wu-ftpd

xlockmore

	Step 65:  De-select the following individual packages.
	libpcap

micq

nmap

nmap-frontend

xchat


6.2. Installation of the DII COE Kernel

Install the DII COE Kernel using the steps outlined in the DII COE Installation Procedures (IP) for DII COE Kernel Version 4.2.0.6 (Red Hat Linux 7.2).

The following table lists configuration parameters specific to this setup if they vary from the IP.

	STEP
	Reference Configuration 

	DII COE Kernel Installation from the Kernel IP

	Installation Procedures (Paragraph 5.2.1)
	

	Default router?
	n

	Current host name kpccp?
	y

	IP address?
	204.34.175.194

	Correct?
	y

	Current Domain?
	“kpc.disa.mil”

	Correct?
	y

	Media?
	2. Disk

	sysadmin, secman, and keyman passwords
	“password”

	Enable APM?
	y

	master key?
	root password recommended


6.3. Installation of the DII COE Kernel Patch

No Kernel Patch at this time.

6.4. Installation of the KPC Test Data for 4200P6

The procedures for installing the KPC Test Data for 4200P6 is as follows:

1. Login as sysadmin.

2. Insert DII COE Kernel and Toolkit Source Code, Test Data, and Documentation CD-ROM into CD_ROM drive.

3. Click the left footprint in the lower left of the control panel and click the following menu items:  Favorites > DII_APPS > SysAdm > Segment_Installer.
4. Enter the Master APM Authentication Key password in the APM input box.

5. Click File > CDROM  and the Open Source dialog window will open.

6. Locate TD42P6.tar and highlight it.

7. Click OK.  KPC Test Data for 4200P6 will appear in the Available Software window.  Select it.
8. Click Available Software > Install Selected Segments...

9. Click “Next” in the COE Segment Installer window.

10. Click Exit.

11. .Click File > Exit from the menu bar of the COE Segment Installer.

6.5. DNS Server Configuration
The Validation Host provides root Domain Name Services (DNS) to the validation network. The DII COE installed software does not provide DNS. This requires the tester to create DNS by copying configuration incluced with the TestData file.  Perform the folling commands:

cp /kpc/dns/*  /etc

service named restart 

Appendix B of this document contains a basic example of the required configuration files  to establish a minimal root name server to satisfy the KPC testing requirements.  

6.6. Load and Edit Backup/Restore Scripts

Backup and restore procedures are currently being developed.

6.7. Edit hosts file.

After logging is as sysadmin, click on the left footprint icon and follow the menu path > Favorites > DII_APPS > SysAdm > Edit_Local_Hosts.  Select the “kpchost    204.34.175.194    loghost” line and click the Edit button.  Click the ALIASES button on the Edit Machine window.  In the New Alias edit box enter “kpchost.kpc.disa.mil” and click the Add button.  Click the Close button then the OK button.  The line should now read: 
kpchost    204.34.175.194     kpchost.kpc.disa.mil, loghost.

6.8. Install SPCFG
1. Login as sysadmin.

2. Insert DII COE Kernel and Toolkit Source Code, Test Data, and

2.1. Documentation CD-ROM into CD_ROM drive.

3. Click the left footprint in the lower left of the control panel and click the following menu items:  Favorites > DII_APPS > SysAdm > Segment_Installer.
4. Enter the Master APM Authentication Key password in the APM input box.

5. Click File > CDROM  and the Open Source dialog window will open.

6. Locate spcfg_4200_linux.mi.tar and highlight it.

7. Click OK.  “SecurityPolicyConfiguration” will appear in the Available Software window.  Select it.
8. Click Available Software > Install Selected Segments...

9. Click “Next” in the COE Segment Installer window.

10. Click Exit.

11. Repeat steps 5 through 10 for spcfgd_4600_linux.mi.tar.

12. .Click File > Exit from the menu bar of the COE Segment Installer.

13. To verify that the SPCFG files are extracted properly, su to root and run the following command: 

/h/SPCFG/bin/SPCFG

14. Your system should read:

SFCFG v4.2.0.0 20 September 2002

15. Run SPCFG in compliance mode with the following command:

/h/SPCFG/bin/SPCFG SPCFGD –comply

16. Run SPCFG in configuration mode with the following command:

/h/SPCFG/bin/SPCFG SPCFGD –config

6.9. Backup the Validation Host

Backup and restore procedures are currently being developed.

NOTE: The system will begin dumping the file systems to tape. The system will display a message in the terminal window to notify you when the backup operation is complete. Store the tape in an appropriate location for later use, or in the event of catastrophic system failure. 

6.10. Restore the Validation Host

Backup and restore procedures are currently being developed.

7. Candidate Platform Installation

The following steps should be used when creating the Candidate Platform in the Reference Cell. The vendor documentation should be used when creating the Candidate Platform in the Validation Cell. Vendor procedures should conform to the Candidate Platform Initial procedure in Appendix E.

NOTES:

1. The Build Procedures contain operating system installation instructions.

2. Appendix D contains notes for installing the Kernel and segments from CD.

Configure the Candidate Platform as follows:

1 Install Red Hat Operating System

2 Install DII COE Kernel Version 4.2.0.6

3 Install KPC Test Data for 4200P6

4 Edit files used for backup and restore

5 Edit hosts file

6 Install SPCFG

7 Backup the Validation Host

8 Restore the Validation Host.

The following procedures must be executed in the order presented.

7.1. Installation of Red Hat Linux 7.2 Operating System

Install the Red Hat Linux 7.2 Operating System using the steps outlined in the DII COE Installation Procedures (IP) for Kernel Version 4.2.0.6(Red Hat Linux 7.2).

The following table lists configuration parameters specific to this setup if they vary from the IP.

	STEP
	Reference Configuration 

	Installing the Red Hat Linux 7.2 Operating System (Section 4)
	

	Steps 24-36: Partition names with example sizes and disk designations.

NOTE: The partition sizes here are recommended only.  The sizes may be adjusted to take advantage of larger disks.  An installation message warning of unused disk space may be safely ignored.
	Slice
Name
Size

0
/
1000 fixed

1                    /boot                128  fixed

1
swap
512 or 2x RAM size

3
/h
fill to max size

4
/home1
1000 fixed

5
/home2
1000 fixed

6                    /opt                  1000 fixed

7                    /usr                  1000 fixed

8
/var
1000 fixed

9                    /tmp                  512  fixed

10                  /test                   512  fixed

11
/security1
 100  fixed

12
/security2
 100  fixed

	Step 44:  System Information
	IP address:                    204.34.175.195

Netmask:                       255.255.255.0

Network:                       204.34.175.0

Broadcast:                     204.34.175.255

Hostname:                      kpccp

Gateway:                        204.34.175.194

Primary DNS:                204.34.175.194

Secondary DNS:             none

Ternary DNS:                 none



	Steps 59-61:  Select the following Package Groups.
	Printing Support

Classic Window System

X Window System

GNOME

Network Support

NFS Server

	Step 65:  Select the following individual packages.
	binutils

pdksh

sharutils

sudo

wu-ftpd

xlockmore

	Step 65:  De-select the following individual packages.
	libpcap

micq

nmap

nmap-frontend

xchat


7.2. Installation of the DII COE Kernel

Install the DII COE Kernel using the steps outlined in the DII COE Installation Procedures (IP) for Kernel Version 4.2.0.6 (Red Hat Linux 7.2).

The following table lists configuration parameters specific to this setup if they vary from the IP.

	STEP
	Reference Configuration 

	DII COE Kernel Installation from the Kernel IP
	

	Installation Procedures (Paragraph 5.2.1)
	

	Default router?
	n

	Current host name kpccp?
	y

	IP address?
	204.34.175.195

	Correct?
	y

	Current Domain?
	“kpc.disa.mil”

	Correct?
	y

	Media?
	2. Disk

	sysadmin, secman, and keyman passwords
	“password”

	Enable APM?
	y

	master key?
	root password recommended


7.3. Installation of the DII COE Kernel Patch

No Kernel Patch at this time.

NOTE: There are no variable parameters for this procedure.

7.4. Installation of the KPC Test Data for 4200P6

The procedures for installing the KPC Test Data for 4200P6 is as follows:

1. Login as sysadmin.

2. Insert DII COE Kernel and Toolkit Source Code, Test Data, and Documentation CD-ROM into CD_ROM drive.

3. Click the left footprint in the lower left of the control panel and click the following menu items:  Favorites > DII_APPS > SysAdm > Segment_Installer.
4. Enter the Master APM Authentication Key password in the APM input box.

5. Click File > CDROM  and the Open Source dialog window will open.

6. Locate TD42P6.tar and highlight it.

7. Click OK.  KPC Test Data for 4200P6 will appear in the Available Software window.  Select it.
8. Click Available Software > Install Selected Segments...

9. Click “Next” in the COE Segment Installer window.

10. Click Exit.

11. .Click File > Exit from the menu bar of the COE Segment Installer.

7.5. Load and Edit Backup/Restore Scripts

Backup and restore procedures are currently being developed.

NOTE:  The /test partition does not need to be included in the backup or restore.

7.6. Edit hosts file.

After logging is as sysadmin, click on the left footprint icon and follow the menu path > Favorites > DII_APPS > SysAdm > Edit_Local_Hosts.  Select the “kpccp    204.34.175.195    loghost” line and click the Edit button.  Click the ALIASES button on the Edit Machine window.  In the New Alias edit box enter “kpccp.kpc.disa.mil” and click the Add button.  Click the Close button then the OK button.  The line should now read: 

kpccp    204.34.175.195     kpccp.kpc.disa.mil,loghost.

7.7. Install SPCFG 

1.  Login as sysadmin.

2.   Insert DII COE Kernel and Toolkit Source Code, Test Data, and

2.1. Documentation CD-ROM into CD_ROM drive.

3. Click the left footprint in the lower left of the control panel and click the following menu items:  Favorites > DII_APPS > SysAdm > Segment_Installer.
4. Enter the Master APM Authentication Key password in the APM input box.

5. Click File > CDROM  and the Open Source dialog window will open.

6. Locate spcfg_4200_linux.mi.tar and highlight it.

7. Click OK.  “SecurityPolicyConfiguration” will appear in the Available Software window.  Select it.
8. Click Available Software > Install Selected Segments...

9. Click “Next” in the COE Segment Installer window.

10. Click Exit.

11. Repeat steps 5 through 10 for spcfgd_4600_linux.mi.tar.

12. .Click File > Exit from the menu bar of the COE Segment Installer.

13. To verify that the SPCFG files are extracted properly, su to root and run the following command: 

/h/SPCFG/bin/SPCFG

14. Your system should read:

SFCFG v4.2.0.0 20 September 2002

15. Run SPCFG in compliance mode with the following command:

/h/SPCFG/bin/SPCFG SPCFGD –comply

16. Run SPCFG in configuration mode with the following command:

/h/SPCFG/bin/SPCFG SPCFGD –config

7.8  Attach Default Local Printer

Attach the default local printer to the Candidate Platform. Printer configuration will be performed in the relevant validation procedures.

7.9  Backup the Candidate Platform

Backup and restore procedures are currently being developed.

NOTE: The system will begin dumping the file systems to tape. The system will display a message in the terminal window to notify you when the backup operation is complete. Store the tape in an appropriate location for later use, or in the event of catastrophic system failure.

7.10 Restore the Candidate Platform

Backup and restore procedures are currently being developed.

H. Acronyms

BSM
Basic Security Module

CM
Configuration Management

COE
Common Operating Environment

DAT
Digital Audio Tape

DII
Defense Information Infrastructure

DNS
Domain Name Service

GMT
Greenwich Mean Time

IP
Installation Procedure(s)

JITC
Joint Interoperability Test Command

KPC
Kernel Platform Compliance

NIS
Network Information Service

NSENT
Netscape Enterprise Server

SSpot
SuiteSpot Server

WEBBr
Web Browser

I.  Sample Configuration Files for DNS

Purpose: The purpose of these files is to provide a sample DNS configuration used for the KPC Validation Host.  Copy the 1st set into /etc.  Copy the 2nd set into /var/named.  After copying, run the following two commands:

service named restart


The response should be the service started “OK”.

DNS Configuration files

1. The following files should be copied into the /etc directory:

named.conf

options {

 
directory
 "/etc";

};

zone "kpc.disa.mil" in {


type master;


file "db.kpc.disa.mil";

};

 zone "175.34.204.in-addr.arpa" in {


type master;


file "db.204.34.175";

};

 zone "0.0.127.in-addr.arpa" in {


type master;


file "db.127.0.0";

};

db.127.0.0

@ IN SOA kpchost.kpc.disa.mil. sysadmin.kpchost.kpc.disa.mil (





1
; Serial





10800
; Refresh after 3 hours





3600
; Retry after 1 hour





604800
; Expire after 1 week





86400 )
; Minimum TTL of 1 day


IN NS kpchost.kpc.disa.mil.

1
IN PTR localhost

db.204.34.175

@ IN SOA kpchost.kpc.disa.mil. sysadmin.kpchost.kpc.disa.mil. (





1
; Serial





10800
; Refresh after 3 hours





3600
; Retry after 1 hour





604800
; Expire after 1 week





86400 )
; Minimum TTL of 1 day

;

;
Name server for kpc.disa.mil

;

;

;


IN NS kpchost.kpc.disa.mil.

;

;
Addresses point to canonical name

;

;

195 IN PTR kpccp.kpc.disa.mil.

222 IN PTR kpcnetlp.kpc.disa.mil.

193 IN PTR kpctest.kpc.disa.mil.

194 IN PTR kpchost.kpc.disa.mil.

db.kpc.disa.mil

@ IN SOA kpchost.kpc.disa.mil. sysadmin.kpchost.kpc.disa.mil. (





1
; Serial





10800
; Refresh after 3 hours





3600
; Retry after 1 hour





604800
; Expire after 1 week





86400 )
; Minimum TTL of 1 day

;

;

;

;
Name server for kpc.disa.mil

;

;

;


IN NS kpchost.kpc.disa.mil.

;

;
Addresses for the canonical names

;

localhost
IN A
127.0.0.1

kpccp

IN A
204.34.175.195

kpcnetlp
IN A
204.34.175.222

kpctest

IN A
204.34.175.193

kpchost

IN A
204.34.175.194

www.kpc.disa.mil.
IN CNAME
kpchost.kpc.disa.mil

J.  Backup and Restore Procedure Shell Scripts

File System Backup Script: backup_xx

Purpose: To write directory/file system to tape.

NOTE: Each platform uses a slightly different device naming convention. Be aware you may have to use the vi editor to modify the shell script before executing it.

# File name: backup_sol

# Note: backup order must match the restore order in restore_sol

mt -f /dev/rmt/0mn rew

echo "Putting restore_sol script on tape."

cd /kpc/backup

tar cvf /dev/rmt/0mn *

wait

echo "Backing up /"

ufsdump 0cf /dev/rmt/0mn /dev/rdsk/c0t0d0s0

wait

echo "Backing up /h"

ufsdump 0cf /dev/rmt/0mn /dev/rdsk/c0t0d0s3

wait

echo "Backing up /home1"

ufsdump 0cf /dev/rmt/0mn /dev/rdsk/c0t0d0s4

wait

echo "Backing up /home2"

ufsdump 0cf /dev/rmt/0mn /dev/rdsk/c0t0d0s5

wait

echo "Backing up /var"

ufsdump 0cf /dev/rmt/0mn /dev/rdsk/c0t0d0s6

wait

echo "Backing up /security1"

ufsdump 0cf /dev/rmt/0mn /dev/rdsk/c0t1d0s0

wait

echo "Backing up /security2"

ufsdump 0cf /dev/rmt/0mn /dev/rdsk/c0t1d0s1

wait

echo " "

echo "Done ... ejecting tape ..."

echo " "

mt rewoffl

File System Restore Script: restore_xx

Purpose: To recreate directory/file system from tape.

NOTE: Each platform uses a slightly different device naming convention. Be aware you may have to use the vi editor to modify the shell script before executing it.

# File name: restore_sol

echo "Cleaning up /"

newfs /dev/rdsk/c0t0d0s0

echo "Done cleaning up /"

echo "Cleaning up /h"

newfs /dev/rdsk/c0t0d0s3

echo "Done cleaning up /h"

echo "Cleaning up /home1"

newfs /dev/rdsk/c0t0d0s4

echo "Done cleaning up /home1"

echo "Cleaning up /home2"

newfs /dev/rdsk/c0t0d0s5

echo "Done cleaning up /home2"

echo "Cleaning up /var"

newfs /dev/rdsk/c0t0d0s6

echo "Done cleaning up /var"

echo "Cleaning up /security1"

newfs /dev/rdsk/c0t1d0s0

echo "Done cleaning up /security1"

echo "Cleaning up /security2"

newfs /dev/rdsk/c0t1d0s1

echo "Done cleaning up /security2"

# Mount the disk partitions.

mkdir /tmp/d000 /tmp/d003 /tmp/d004 /tmp/d005 /tmp/d006 /tmp/d010 /tmp/d011

mount /dev/dsk/c0t0d0s0 /tmp/d000

mount /dev/dsk/c0t0d0s3 /tmp/d003

mount /dev/dsk/c0t0d0s4 /tmp/d004

mount /dev/dsk/c0t0d0s5 /tmp/d005

mount /dev/dsk/c0t0d0s6 /tmp/d006

mount /dev/dsk/c0t1d0s0 /tmp/d010

mount /dev/dsk/c0t1d0s1 /tmp/d011

# Restore from tape.

# Note: order of restore must match order of backup in backup_sol.

mt -f /dev/rmt/0mn rew

echo "Skipping restore scripts in the first tape archive"

mt -f /dev/rmt/0mn fsf 1

cd /tmp/d000

echo "Restoring files for /"

ufsrestore rvf /dev/rmt/0mn

wait

cd /tmp/d003

echo "Restoring files for /h"

ufsrestore rvf /dev/rmt/0mn

wait

cd /tmp/d004

echo "Restoring files for /home1"

ufsrestore rvf /dev/rmt/0mn

wait

cd /tmp/d005

echo "Restoring files for /home2"

ufsrestore rvf /dev/rmt/0mn

wait

cd /tmp/d006

echo "Restoring files for /var"

ufsrestore rvf /dev/rmt/0mn

wait

cd /tmp/d010

echo "Restoring files for /security1"

ufsrestore rvf /dev/rmt/0mn

wait

cd /tmp/d011

echo "Restoring files for /security2"

ufsrestore rvf /dev/rmt/0mn

wait

echo " "

echo "Done ... ejecting tape ..."

echo " "

mt rewoffl

K.  Notes for Installing the Kernel and Segments from CD

These notes provide alternate steps from the respective Installation Procedures when installing from a CD.

K. Installing the kernel from the KPC CD.

1. 
From here, follow the Kernel IP from Section 4.2.1 step 5. Select Disk in step 9.

K. Installing segments from the CD

1. 

L. Candidate Platform Initial Validation Procedure

Test Title: Candidate Platform Initial Validation Procedure

Candidate Platform:  



Date:  


Tester:  



Estimated Runtime:  


Start Time:  

End Time:  

Actual Runtime:  

Test Site/Organization:  



Overall Test Result (Circle One):    PASS / FAIL

Configuration Validated

Hardware Platform:  



System Software:  

Network Type:  



Printer:  

Local Devices (if any):  





Test Purpose/Scope: This Candidate Platform Initial Validation Procedure provides a set of steps to initialize a system for executing other Kernel Platform Compliance (KPC) validation procedures.

Description: This test procedure initializes a Candidate Platform using the following steps:

A. Vendor Build Kernel and Toolkit

B. Build Candidate Platform for DII COE KPC Validation Test Procedures

C. Set DNS

D. Installation of Perl

E. Installation of Netscape Web Browser

F. Backup Candidate Platform

Z. Logout

Overall Test Result:  The overall PASS/FAIL result for this test is determined as follows:  The overall test result is "PASS" if and only if all steps marked as PASS/FAIL steps in the Observed Result column, have a test step "PASS" result.

Test Step Results:  For each step with a "Circle One:  PASS/FAIL" in the Observed Result column, the tester compares the directly observed Candidate Platform behavior with the "PASS" criteria.  Unless other PASS criteria are noted in the test step, the test step result is "PASS" if and only if the Candidate Platform presents all of the behaviors and conditions described in the Expected Result column for that test step.  The test step result is "FAIL" if the Candidate Platform fails to satisfy any of the PASS criteria.

If the test step result is "PASS", the tester will circle "PASS" and note the actual behaviors and conditions presented in the Observed Result column.  If the observed result precisely matches the expected result, the Observed Result column for the step may contain the statement "as expected.”

If the test step result is "FAIL", the tester will circle "FAIL" in the Observed Result column and note the actual behaviors and conditions presented in the Observed Result column.  Additional documentation detailing the reasons for the test step failure is included in the Validation Test Report.

Note 1:  Due to the complexity of any Candidate Platform, it is impossible to completely specify all aspects of their operation in the space provided.  Many of the expected Candidate Platform behaviors for any test step are implicitly assumed based on industry practice, commercial testing or prior testing, and may not be explicitly described in the Expected Result column.  DISA reserves the right to consider implicit as well as explicit PASS/FAIL criteria which could adversely affect the ability of the Candidate Platform to satisfy DoD mission requirements when used as a component of the DII.

If implicit PASS/FAIL criteria are involved in a "FAIL" determination, the tester will circle "FAIL" in the Observed Result column and note the objectionable behavior in the Observed Result column at the point of observation during the test.  Additional documentation detailing the full rationale for the "FAIL" determination is to be included in the Validation Test Report.

Note 2:  Test steps which are "grayed out" (i.e., the entire table row is set to a gray background) are to be considered as waived by DISA for this test version only.  Grayed out test steps are not to be executed nor is observed behavior to be recorded.  These test steps may be returned to the overall test at a future date and are retained for information purposes only.  PASS/FAIL criteria identified in these test steps will not be used in the determination of the overall test result.

Note 3:  Lower case “s” in brackets [s] denotes a blank space; lower case “r” in brackets [r] denotes a carriage return; lower case “s” and “r” together in brackets [s] [r] denotes a blank space and carriage return.

Test Data/Media Required: The following segments and documentation are required to execute this test:

1. Vendor supplied source code and build procedure.

2. DII COE Kernel and Toolkit Source Code, Test Data, and Documentation for Version 4200P6 Version 1.0.0.1 CD-ROM.

3. Perl Segment Version 4.2.0.1/5.6.

4. Netscape Web Browser (WEBBr) Segment Version 4.5.0.1/4.77-128bit.

Setup/Equipment Required: This test requires a Candidate Platform ready to be initialized with a fresh operating system and test environment.

Required Personnel:  One (1) tester.  The tester must be familiar with POSIX/UNIX application platforms, but need not be familiar with the Defense Information Infrastructure (DII) Common Operating Environment (COE).

Change History:

End of Preamble

Start of Validation Procedure

	
	Operator Action
	Expected Result
	Observed Result

	A
	Vendor Build Kernel and Toolkit

	A.1
	Compile the Candidate Platform Source Code and Create Master and Back Up Tapes of the Kernel and Toolkit per the Vendor’s Build Procedure
	

	A.1.1
	Compile the Candidate Platform Source Code per the Vendor’s Build Procedure
	Source code compiles.
	Circle one:  PASS / FAIL



	A.2
	Create Master and Back Up Tapes of the Kernel and Toolkit
	

	A.2.1
	Create Master and Back Up Tapes of the Kernel and Toolkit per the Vendor’s Build Procedure
	Backup tapes are created.
	Circle one:  PASS / FAIL



	B
	Build Candidate Platform for DII COE KPC Validation Test Procedures

	B.1
	Install the Candidate Platform OS 
	

	B.1.1
	Install the Candidate Platform operating system per the vendor’s Installation Procedure.
	The OS is installed.
	Circle one:  PASS / FAIL



	B.2
	Install the 4.2.0.5 Kernel on the Candidate Platform
	

	B.2.1
	Install the DII COE 4.2.0.5 Kernel per the vendor’s Installation Procedure.
	The Kernel is installed.
	Circle one:  PASS / FAIL



	C
	Set DNS

	C.1
	Set the DNS parameters
	

	C.1.1
	Double-click Set DNS in the Application Manager – SysAdm window.
	The DNS Setup window appears with all text boxes and list boxes empty.
	Circle one:  PASS / FAIL



	C.1.2
	In the DNS Server IP Search Order text box, enter

204.34.175.194
	The IP address appears in the DNS Server IP Search Order text box.
	Circle one:  PASS / FAIL



	C.1.3
	In the DNS Server IP Search Order panel, click Add.
	The IP address moves down to the DNS Server IP Search Order list box.
	Circle one:  PASS / FAIL



	C.1.4
	In the Domain Suffix Search Order text box, enter 

kpc.disa.mil.
	The domain suffix appears in the Domain Suffix Search Order text box.
	Circle one:  PASS / FAIL



	C.1.5
	In the Domain Suffix Search Order panel, click Add.
	The domain suffix moves down to the Domain Suffix Search Order list box.
	Circle one:  PASS / FAIL



	C.1.6
	In the DNS Setup window, click OK.
	A Done dialogue box appears with the message:

Operation completed successfully.
	Circle one:  PASS / FAIL



	C.1.7
	Click OK.
	The dialog box disappears.
	Circle one:  PASS / FAIL



	C.2
	Verify DNS is set
	

	C.2.1
	Open a Terminal window.
	A Terminal window appears with a command line prompt.
	Setup

	C.2.2
	At the command prompt, type

nslookup

NOTE: This command is OS specific. Use the relevant command on the OS being tested and note it in the Observed Results column.
	The system returns

Default Server: kpchost.kpc.disa.mil 

Address: 204.34.175.194

The system returns the nslookup prompt, >, in the Terminal window.

NOTE: This result is OS specific. The result should indicate the Candidate Platform was able to communicate with the Validation Host.
	Circle one:  PASS / FAIL



	C.2.3
	At the nslookup prompt, type

exit
	The command prompt returns.
	Circle one:  PASS / FAIL



	C.2.4
	Close the Terminal window.
	The Terminal window disappears.
	Cleanup

	D
	Installation of Perl 

	D.1
	Install Perl segment
	

	D.1.1
	Follow the IP for PERL found in the Installation                                                                                                        Procedures (IP) for PERL (perl) Version 4.2.0.1/5.6,    Solaris 7 document.
	Perl is installed.
	Circle one:  PASS / FAIL



	E
	Installation of Netscape Web Browser

	E.1
	Install Netscape Web Browser (WEBBr) segment
	

	E.1.1
	Follow the IP for the Netscape Web Browser as outlined in the Segment Installation Procedures, Netscape Web Browser (WEBBr) Version 4.5.0.1 document. 

In section 4.2 step 2b enter kpchost.kpc.disa.mil as the web server. Accept this as the Home Page. Enter the appropriate information in step 3.
	Netscape Web Browser is installed.
	Circle one:  PASS / FAIL



	F
	Backup Candidate Platform

	F.1
	Create a Candidate Platform backup tape
	

	F.1.1
	Create a Candidate Platform backup tape per vendor’s Installation Procedure.
	A backup tape is created.
	Circle one:  PASS / FAIL



	F.2
	Restore the Candidate Platform from backup tape
	

	F.2.1
	Restore the Candidate Platform from backup tape per vendor’s Installation Procedure.
	The Candidate Platform is restored.
	Circle one:  PASS / FAIL



	Z
	Logout

	Z.1
	Verify sysadmin Logout
	

	Z.1.1
	Log into the Candidate Platform as sysadmin.
	The menu bar, security classification and CDE desktop appear.
	Circle one:  PASS / FAIL



	Z.1.2
	Select [EXIT] button from CDE.
	Logout confirmation window appears.
	Circle one:  PASS / FAIL



	Z.1.3
	Select [CONTINUE LOGOUT].
	System exits and the DII COE login screen appears.
	Circle one:  PASS / FAIL




End of Validation Procedure
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