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1.  What basic problem(s) is the product intended to solve?  What is the essence of the problem(s)? 

· Overarching problem: enable flexible reuse of real-time components in the DII COE

· Immediate problem(s): 

· Provide real-time capable software backplane (middleware) that supports the flexible interconnection of independently developed RT software components

· Provide real-time performance in the middleware infrastructure

· Support the interaction of RT DII COE components with non-RT DII COE components via common infrastructure

· Solve the problems stated above in a way that is standards-based to support interoperability of middleware products, interchangeability of middleware products (i.e., provide options in component selection to the developer / integrator)

2.  Provide an executive summary/overview of how the product provides a solution(s) to this problem(s)? 
· RT CORBA products enable flexible reuse of real-time components by

· Allowing the definition of component interfaces independently from their implementation through the use of standardized CORBA IDL.

· Supporting the communication of priority and timeout information through a distributed computing system. Availability of RT priority information enables end-to-end scheduling of real-time activities. Support for timeouts, as governed by the CORBA Messaging specification, enables applications to detect and react to unexpected timing behaviors. These capabilities are addressed by the RT CORBA 1.0 standard to assure appropriate interaction of RT CORBA products and applications based on RT CORBA within a system.



· Minimizing opportunities for blocking and priority inversion to support real-time scheduling. By minimizing these behaviors, the RT ORB enhances the opportunity to combine independently scheduled RT software applications into new and different RT systems.

· Providing high-performance, predictable implementations of CORBA services to support timely accomplishment of real-time (and other) tasks.

· Allowing developers to design and implement an application without first having to know the precise execution environment for the finished application. 

· The developer may choose any language for which CORBA bindings are defined and implemented. (Other languages, too, if the designer is willing to implement adapters to access an ORB through available language bindings.)

· The binding of the application to a physical location is deferred until integration. CORBA supports late binding to a physical machine and supports making changes to that decision at any point within reason in the integration and test process.

· The CORBA model (and products) allow the integrator to decide whether the application should be bound to interacting components within a single address space (process), in separate processes on a single machine, or via network interfaces in a distributed computing system. [The designer must allow for and accommodate distribution to make such execution feasible, but the integrator may choose non-distributed configurations to gain execution speed.]

· The results of the IPT's RT CORBA evaluation study (https://www.dii-af.hanscom.af.mil/infrastructure/COE/rtipt/trade_study_fnl_rpt.html) documented basic performance characteristics of TAO. It also examined the intent of the vendor to satisfy the real-time requirements of the RT CORBA standard. We begin the nomination process based on the vendors’ statements of intent with respect to implementation of the RT CORBA standard. We expect the process to complete with the recommendation and acceptance of suitably conformant products.

3.  (a) For what computing host configuration(s) is the product intended? 

· LynxOS 3.0.1 on Motorola PPC (LynxOS 3.1 is the desired target if it is available and supported by the DII COE Kernel in time to support packaging of the ORBs; Cetia, Force are secondary hardware targets)

· Solaris 7 on SPARC host (progression to Solaris 8 before the October, 2001 release of DII COE 5.0 is desired)



 (b) What is the complete list of target hosts supported by the submitted version of this product? 

· TAO is a C++ ORB and supports C++ language bindings on the following platforms: 

· Win 4.x (Intel and Alpha)

· Win95 (Intel)

· Solaris 2.5.1 and later  (SPARC and Intel)*

· SGI IRIX 6.x*

· HP-UX 10.x *

· HP-UX11.x*

· DEC/Compaq UNIX 4.x*

· AIX 4.x

· Freely available UNIX implementations

· Linux, including RedHat 5.2 and later  and Debian 2.x (Intel, Alpha, and PowerPC

· FreeBSD, and NetBSD)

· Real-time operating systems

· LynxOS 3.0.1 (Intel and PowerPC)*

· VxWorks 5.3.1 and 5.4

· QnX Neutrino 2.0

* DII COE kernel platform (current or planned) for at least one DII COE release

4.   (a) Does this product currently exist in a formal software release, and, if so, what is the exact version designation and title for the product?

· The current open source version of TAO is TAO version 1.0.12
(b) Is this the exact version being submitted as a DII COE component, and, if not, why not? 
Submission will be deferred until a RT CORBA conformant product is available. If the timing is feasible, a version of TAO that is fully supported by Object Computing, Inc. (OCI), Washington University and UC Irvine's partner in commercialization, will provide the baseline that is packaged for DII COE. Final decision on the exact version to be packaged will be deferred until summer, 2000.

5. What are the significant DII COE SRS requirements that are met by this product? 
· The DII COE Distributed Computing SRS available for download is a draft specification and has not been updated since August 3, 1997. Since the release of this document predates first acceptance of real-time requirements by the DC TWG, no attempt has been made to identify specific DC requirements satisfied by RT ORBs. It is noted, however, that it does include general requirements for CORBA ORBs and CORBAservices.

· With respect to the requirements documented by the Distributed Computing subgroup of the RT TWG and endorsed by the RT TWG, the following requirements will be met by this product:

· Conform to the RT CORBA 1.0 standard

· Execute with bounded blocking time in Object Request Broker operations (ORB vendor can only address contribution to blocking time made by the ORB itself, not the behavior of applications that may use the ORB)

· Provide the capability to replace the ORB transport protocol

· Utilize priority-based queuing

· Support global recognition and communication of priorities

· Support bypassing of marshalling/de-marshalling where appropriate in accordance with CORBA standard

· Interface to transport Layer QoS

· Guarantee that there is no software license manager in the component as configured for DII COE

· Status of other RTDC requirements was unclear. A more complete and precise accounting with respect to the satisfaction of specific requirements will be included in the Design Review packages to be submitted at a later date.

6.  Does the product have sponsor(s) committed to carrying it through the selection process? Yes

7.  Which military programs currently use or plan to use this product? 

· Joint Tactical Terminal (JTT) / Point of Contact:       


Major Edward Mays, USMC



PM JSTARS / JTT

                      Attn:  SFAE-IEW&S-JS-JTT (Attn:  Maj Mays)

                      Bldg 550 (Saltzman Ave.)

                      Fort Monmouth, NJ 07703-5504



(732)532-4562



email: edward.mays@iews.monmouth.army.mil

· UEWR / Point of Contact: 


David Eherenman



UEWR Program Support



ESC/NDWU



11 Eglin St., Bldg 1618



Hanscom AFB, MA  01731



(781)377-6699



David.Eherenman@hanscom.af.mil

8.  Does the product conflict or overlap with other products already in the DII COE? 

· The product overlaps with existing CORBA products in the DII COE and with other proposed RT CORBA products. The justification for nominating yet another ORB is, however, solid:

· The RT ORB product we are nominating improves on the performance and predictability of the current DII COE ORBs in ways that enable a common infrastructure approach to be used for both RT and non-RT systems and in communication between such systems .

· Interoperability between CORBA standard ORBs will enhance the interoperability of applications.

· These are commercial products based on a common standard.  The ORBs we proposed should, when use is restricted to services offered by both ORBs, make choice of ORB largely transparent to the application developer.  The availability of multiple ORB options will enable the system integrator to choose the price / feature / performance / support / platform combination that best supports the mission of a particular system.

9.  Is the product acceptable to the associated functional TWG? 

· RT CORBA products satisfy requirements included in the SRS for DII COE Distributed Computing. Paul Denning, the chair of the DII COE Distributed Computing TWG, is aware of and supports our plans. There is no mechanism, outside of DISA design reviews, for establishing the "acceptability" of a product to a functional TWG.

· [Process note: Is this a question that can reasonably  be answered at the time of nomination? Could it be answered more suitably in the time frame of the design reviews?]

10. Is the product JTA compliant? 
Relevant sections of the JTA:

JTA Version 3.0 (15 November 1999) includes the following statements regarding standards mandated for Distributed-Object Computing (Paragraph 2.2.2.2.1.11.2):

The mandate for distributed-object computing is interworking with the Object Management Group (OMG) Object Management Architecture (OMA), composed of the Common Object Request Broker Architecture (CORBA), CORBAservices, and CORBAfacilities
. ... Interworking is the exchange of meaningful information between computing elements (semantic integration). Application-Level Interworking, for CORBA, results in CORBA clients interacting with non-CORBA servers and non-CORBA clients interacting with CORBA servers. For OLE/COM Application-Level Interworking results in COM/OLE clients interacting with non-COM/OLE servers and non-COM/OLE clients interacting with COM/OLE servers.

The CORBA interoperability mandate does not preclude the use of other distributed-object technologies, such as ActiveX/DCOM or Java, as long as the capabili5y for interworking with CORBA applications and objects in maintained by the non-CORBA system. Products are available that allow interworking among distributed-object techniques. Interworking with the following specification is mandated:

· OMG document formal/98-12-01, Common Object Request Broker: Architecture and Specification, Version 2.3, June 1999.

When a CORBA Object Request Broker (ORB) is used, the following specifications are mandated:

· OMG document formal/97-12-10, CORBAservices Naming Service Specification, March 1995.

· OMG document formal/97-12-11, CORBAservices Event Service Specification, March 1995.

· OMG document formal/97-12-17, CORBAservices Transaction Service Specification, November 1997.

· OMG document formal/97-12-21, CORBAservices Time Service Specification, July 1997.

· OMG document formal/97-12-23, CORBAservices Trading Object Service Specification, March 1997.

The RT CORBA 1.0 specification (OMG document orbos/99-02-12 (joint revised submission) and OMG document orbos/99-03-29 (errata for joint revised submission)) appears in paragraph 2.2.3.5.2 which identifies “emerging” standards for Distributed-Object Computing. These standards that will be mandated when/if certain OMG requirements for stability and product availability are met.

TAO status with respect to compliance:

TAO is currently CORBA 2.3 compliant with the exception of GIOP 1.2 support and the Interface Repository.  Both of these features should be available in compliant form by summer, 2000. In addition, full compliance with the CORBA RT 1.0 specification is planned in the same time frame. Washington University, UC Irvine, and OCI are in the process of having TAO branded as a CORBA-compliant ORB by The Open Group (TOG).

TAO already includes CORBA-compliant versions of the Naming, Event, Timer, and Trading Object Services cited in the JTA. These services are implemented to the OMG standard and have no special real-time enhancements. (A separate Real-time Event Service augments the standard CORBA Event Service model by providing source and type-based filtering, event correlations, real-time dispatching, and UDP/IP multicast communication. These extensions employ non-standard APIs since there is currently no OMG standard for a Real-time CORBA Event Service.)

No Transaction Service is currently planned during the summer of 2000.

TAO's real-time Scheduling Service is being upgraded to the RT CORBA 1.0 standard. A fully compliant scheduling service is planned by the summer for submission to DII COE.

11.  Are there any potential issues in including this product in the DII COE? 

· Establishing suitable conformance with the RT CORBA 1.0 standard.

· Degree of compatibility / interoperability of this RT CORBA product with other ORBs in the DII COE needs to be determined.

· Willingness of DISA to accept, recommend, and utilize ORBs as part of the DII COE infrastructure has never been confirmed.

Prepared by:
H. R. Callison

The Boeing Company Phantom Works



RT DII COE Integrated Product Team



(253) 657-3952; rebecca.callison@boeing.com
TAO specific data provided by Dr. David Levine, Washington University.

�  JTA version 3.0 as quoted here refers to CORBAfacilities, a set of capabilities that are no longer part of the OMG CORBA specification.
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