COE Alerts Services 25 June 2002 TWG – Final Meeting Minutes


COE Alerts Services Technical Working Group (TWG) Meeting Minutes

Meeting Date: 25 June 2002

Meeting Location: CSC facility in Eatontown, NJ

Attendees: Grace Baratta-Perez, Scott DeVona, Greg Gray, MAJ Bobby Myers, Mike Pipe, Brian Pulis, Ileana Reisch, Wendy Roberts, and Beth Zimmerman (via telecon).

Contact information for each attendee listed above, as provided on the TWG attendance sheet at the meeting, was e-mailed to attendees only on 2 July 2002.

The meeting started with introductions of attendees. The meeting minutes from the previous Alerts TWG of 23 January 2002 were addressed next, copies were provided to those who did not have them, and attendees were offered the opportunity to ask questions, discuss any issues or open action items from that TWG meeting. It was announced that two of the scheduled speakers that were on the TWG agenda had last minute schedule conflicts and thus were not able to participate and brief at this TWG meeting.

1. Grace reported on status of Alerts Version 4.2.0.X segments:

· Alerts Version 4.2.0.2 for Windows NT and Windows 2K: Waivers were approved by DISA and GCCS; tested by SAIC; delivered to DISA on 14 June; and have been assigned to DISA testers.

· Alerts Version 4.2.0.1 Solaris 7/8: Errata sheets are pending approval.

· When we receive official test results from DISA, we will notify the Alerts e-mail distribution list of whether the segments have been accepted or rejected by DISA.

2. The next portion of the meeting was devoted to attendees voicing their Alerts requirements, priorities, and schedules. In order to accomplish this, the group decided to go through the Alerts Requirements Traceability Matrix (RTM), the latest version of which is based upon Alerts Version 4.0.0.0, and is thus in need of update. During the meeting, Wendy updated a softcopy of the RTM based upon discussions and agreements reached at the meeting. We verified that requirements with a disposition of “I” for “Implemented” in the Version 4.0.0.0 RTM are still implemented in Alerts Version 4.2.0.X, and will still be implemented in next version of Alerts, Version 4.5.0.X. The following requirements, most of which were listed in the RTM with status of “P” for “Planned” were discussed:

· Requirement # AIRALT0019, dealing with Modes:  Real, Test, Exercise.

All participants agreed that this is still a valid Alerts requirement, and that it needs to be designed carefully. Discussion ensued that we should ensure after this feature is added, that the new version of Alerts should still work with older Alerts versions that did not have the Modes capability. This led to discussion of backward compatibility, as follows.

· Backward compatibility:

The Alerts technical team reported that in Alerts Version 4.5.0.X, the APIs will remain the same, but the libraries will change. Therefore, old C/C++ clients would not be able to communicate with new servers. When the server moves to 4.5.0.x, all C/C++ clients have to recompile. The following question came up: Is it a requirement for older clients (e.g., V 4.2.0.x) to talk to V 4.5.0.x clients without recompiling? The current plan is that you would have to recompile even if you don’t need to use new features such as Modes; and you would have to recode your application if you want to use one of the new features such as Modes. Grace took an action item to query the Alerts e-mail list on this topic. Note: Further investigation after the TWG revealed that this recompile requirement will only be an issue for C/C++ clients, not for Java clients. The Java clients will just have to replace the ALTCLT Java library on the runtime system.

MAJ Myers was asked about DISA’s perspective on this topic of recompilation and backward compatibility. MAJ Myers indicated that it depends upon the number of users and the timeframe. Since most folks have not integrated Alerts into their applications yet, it should not be a traumatic impact for them to have to recompile. His guidance was that it should be acceptable if we make these changes to our Alerts segments that would be available for COE 4.7, around Dec 2002. This would be the cutoff date. GCCS schedule was discussed, and the question was asked as to whether we would have functional engineering drops of Alerts 4.5.0.X, with the right architecture in place but not all features, for GCCS to use in their Spiral 2, which is scheduled for around early-mid November 2002. Alerts development team indicated that this should be doable. Ileana stressed the cascading effect that the recompilation would mean for any application that has already integrated the Alerts product, with the re-test that would be needed.

· Brian raised an issue that ICSF reportedly encountered with the Solaris Alerts Version 4.2.0.X segments, when a Segfault occurred. Brian and the ICSF developer(s) will collaborate with Scott on the details. 

· When performance-related requirements in the RTM were reviewed by attendees, it was agreed to not attempt to address the old performance numbers in the RTM, which are dated, and in some cases misleading, since they specify processing speed from receipt to display of alerts; and display of alerts is out of scope of our product. Instead, it was agreed that previous Alerts performance results will be re-broadcast, to see if throughput is acceptable to users.

· Requirements # ASM008 and ASM009 were discussed. These are both listed in the RTM with disposition of “P” for “Planned,” and deal with the capability for clients to suspend and resume alert processing. These were determined to still be valid requirements, needed by at least GCCS-M and GCCS-I3, and likely other users as well. Scott took an action item to verify whether Alerts presently implements these suspend/resume capabilities. Attendees reviewed Requirement # ASM015 also; and attendees agreed that this is related to ASM008 (Suspending alerts processing); but ASM015 extends this requirement to encompass suspending with a filter; i.e., allowing clients to suspend all but critical alerts. If this interpretation is correct, it may be the case that Requirement ASM008, the general Suspend requirement, is not needed if ASM015 is planned to be implemented.

· Attendees agreed that an additional Disposition value of “Supported,” value “S” in the Disposition column, be added to the RTM. The S disposition would identify those requirements that are supported by the Alerts product, in the sense of allowing an application that is using Alerts to perform the functionality described, but that the application is required to do some additional programming to implement the capability. In these cases, the Alerts product does not prevent you from having a stated requirement, but does not go as far to provide you a specific API that implements it completely, which is what differentiates the Supported requirements from the Implemented requirements in the RTM. Attendees proposed changing some of the existing RTM items to this S disposition, including #s: ARM-ALE-ASAS-6, ARM-ALE-ASAS-7, ARM-ALE-ASAS-8, AIRALT0001, AIRALT0008, AIRALT0011, AIRALT0012, AIRALT0015, AIRALT0016, AIRALT0018, AIRCOM0008, ASM004, ASM005, and ASM018.

· Attendees agreed that a few of the requirements in the RTM should be deleted, i.e., marked with “D” in Disposition column. These are #s: AIRALT0017, ASM007, ARM-ALE-ASAS25, and AIRALT0002.

· When Requirement # ASM004 was discussed, the question came up as to specifically how the acknowledging of Alerts presently works. This requirement addresses allowing operator inputs in response to an Alert. Scott will investigate and validate how the Acknowledgement capability works, and whether it allows a text response to be associated with the acknowledgement.

· During a discussion of Requirement # ASM006, questions were raised on how delivery order of Alerts is determined in Alerts 4.2.0.X. Scott took an action item to check on this.

· When Requirement # ARM-ALE-ASAS-10, was discussed, attendees interpreted this to mean the capability to throttle the logging of Alerts based on priority. However, since the wording of the requirement is unclear, Grace took an action item to verify the intent of this requirement with ASAS.

· The question came up as to whether we need to log all alerts received. MAJ Myers stated that he believes all alerts have to be logged. We already have an event log on server.

· Attendees agreed that we need to add log file management/configurability requirement to our RTM. We should plan to have an API for this.

· Brian indicated that we need a server timestamp added to RTM. Brian explained that Alerts presently provides a client timestamp.

· MAJ Myers indicated that the Army needs to decide how to provide the administrative capabilities; they can be provided via APIs or a GUI. At a minimum, we need to provide the capabilities to the users; optionally, we might provide a GUI.

· MAJ Myers indicated that we do not need Alerts on HP-UX at this time. Navy and CG are using TACWARN. They’ll evaluate Alerts when Version 4.5.0.X gets into the COE. There is no HP version of ICSF now, per MAJ Myers.

3. Scott DeVona, Alerts Technical Lead, provided an Alerts update briefing that had been presented in May 2002 at the COE Developer’s Technical Exchange (DTE). Alerts status, plans, and schedule were discussed. There is presently a separate Alerts baseline, Army Alerts Version 4.5.0.0, being developed for Army Battle Command Systems (ABCS) 7.0. In December 2002, the plan is to deliver an Alerts Version 4.5.0.X to DISA which will be a convergence of Alerts Version 4.2.0.X capabilities on the Version 4.5.0.X architecture, which uses the OpenJMS product. An updated version of Scott’s briefing is to be posted on the Alerts QuickPlace web site.

During Scott’s Alerts overview, MAJ Myers indicated that it would be very helpful if there were a way to reconcile different Alerts servers in different enclaves (multiple LANs clustered together). This would be necessary for Alerts to work for the Joint community; i.e., you might have a hierarchy of servers, and alerts from one master could get forwarded to another to be distributed among the clients connected by its server. As Alerts stands now, different servers do not communicate with one another; so a client is connected to one server. Attendees discussed the fact that if we wanted to share the same alerts among different servers, there would have to be some sort of registry, akin to an XML registry, with alerts topics and descriptions of the topics, for de-confliction and to ensure that an alert topic has an agreed-upon meaning. MAJ Myers asked that our TWG propose alternatives/recommendations for such a registry. Ileana suggested that maybe we could get Glenda Hayes to brief our TWG on how this was done for an XML registry. After the TWG, MAJ Myers agreed to coordinate to have the SHADE XML registry POCs participate in our next TWG meeting to address their ongoing efforts. MAJ Myers requested that we add to the RTM the requirement for automatic alert forwarding to alerts “masters.” This requirement would be intended to handle the de-confliction of alerts from different hierarchies. This requirement would have an initial disposition of either S or P in the RTM.

The Alerts team explained that Army has list of Army alerts with bodies. Wendy explained that an Army Common Software product, TOC Boot Control, is setting up SLP, to determine the best server for themselves. This approach is tailorable. Wendy agreed to send the CDR briefing of TOC BC to MAJ Myers. 

MAJ Myers referred to a formal memo dictating that Open Source SW not be used in DoD, due to potential security implications. MAJ Myers raised potential concern about the next release of Alerts, in which the team was planning to use OpenJMS.  Follow-on e-mail exchanges after the TWG meeting occurred on this topic. Following is copied from an e-mail sent by Ms Julie Mintz in response to the question of a policy that Open Source software not be used for DoD applications: “I am not aware of any published directive. Since open source code is embedded in many COTS products, it will be nearly impossible to ban it. However, the Alerts team needs to review the license agreement for any open source product they plan to use to ensure that it does not require the unrestricted distribution of the application source code. (There may be issues with using products distributed under GPL, for example.)”

Brian reported that there may be a segmentation problem in Alerts Version 4.2.0.X, with respect to the LD library path not being set, which should be done in the Post Install. Alerts team replied that if they have to fix anything else in 4.2.0.X segments, this will be fixed also. Brian mentioned the option of an “Engineering re-delivery”: an entire replacement of a segment: but no re-delivery of documentation. This would mean a change to the least significant digit of the segment version number.

4. Brian Pulis briefed C4I Alerts Presentation Layer (CAPL), Version 4.4.4.0, which uses Alerts Version 4.2.0.X. Please contact Brian Pulis if you would like a copy of his briefing.

· Plans for next COE Alerts Services TWG:

Date for the next Alerts TWG has not yet been arranged; but the plan is for the next TWG to be held around the end of September 2002.

· Action Items Resulting from this 25 June 2002 Alerts TWG Meeting:
1. Scott took an action item to e-mail the latest version of the Alerts APIRM to Ileana Reisch.

Action Item Status: Open.

2. Scott took an action item to post all Alerts segments and documents to the Alerts QuickPlace web site.

Action Item Status: Open.

3. Scott took an action item to re-broadcast Alerts performance results, to see if throughput is acceptable to users. This includes both the performance testing done by the previous Alerts team as well as the tests performed by Rob Sanders.

Action Item Status: Open.

4. Scott took an action item to investigate and validate how the Acknowledgement capability works, and whether it allows a text response to be associated with the acknowledgement.

Action Item Status: Open.

5. Grace took an action item to query the Alerts e-mail distribution list on the following topic related to backward compatibility: Alerts 4.5.0.X will include some new functionality. e.g., Modes. In order to use V 4.5.0.X, the current plan is that you would have to recompile your older (e.g., Version 4.2.0.X) C/C++ Alerts clients, even if you do not want to use the new capabilities. You would have to do some re-coding to make use of new capabilities. Would this be an issue for your program?

Action Item Status: Open. We are holding off for a while on sending out this query because the Alerts Technical Lead is preparing documentation on the benefits of Alerts Version 4.5.0.X, which we would like to distribute for users’ consideration, along with this question of impact.

6. There is an action item for Brian and the ICSF developer(s) to collaborate with Scott regarding details on an issue that ICSF reportedly encountered with the Solaris Alerts Version 4.2.0.X segments, when a Segfault occurred. 

Action Item Status: Open.

7. Scott took an action item to verify whether Alerts presently implements Suspend / Resume capabilities described in Requirements ASM008 and ASM009.

Action Item Status: Open.

8. Grace took an action item to ask Seldon Morgan if ASAS wants to throttle logging based on priority (ref Requirements # ARM-ALE-ASAS-10.)

Action Item Status: In progress. The question has been e-mailed to Seldon.

9. Scott took an action item to check how delivery ordering of Alerts is determined in Alerts 4.2.0.X. 

Action Item Status: Open.

10. Wendy took an action item to send the CDR briefing of TOC BC to MAJ Myers.

Action Item Status: Closed.

11. MAJ Myers asked that the Alerts TWG propose alternatives/recommendations for an XML-like registry of Alerts, including topic names and associated descriptions.

Action Item Status: Open.

12. MAJ Myers requested that the Alerts team send an explanation of the recompile requirement- from Alerts Version 4.2.0.X to Version 4.5.0.X.

Action Item Status: Open.

13. MAJ Myers took an action item to forward to the TWG a memo regarding the use of Open Source software in DoD.

Action Item Status: Open.

Minutes prepared by Grace Baratta-Perez.
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