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1. SCOPE
1.1 
IDENTIFICATION

This Software Requirements Specification (SRS) describes the software requirements for the Alerts Services functional area of the Defense Information Infrastructure (DII) Common Operating Environment (COE).  Presently, the DII COE consists of two layers: Infrastructure Services and Common Support Applications. These two layers are described in more detail in the Architectural Design Document for the Defense Information Infrastructure (DII) Common Operating Environment (COE), and summarized in Figure 1-1.  The Alerts Services functional area falls under the Common Support Applications functional area of the DII COE.  These Common Support Applications provide the architectural framework for managing and disseminating information flow throughout the system, and for sharing information among applications.
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Figure 1-1: DII COE Services

The SRS is independent of a particular DII COE version. Instead, this document contains the total objective set of DII COE Alerts Services requirements implemented by DISA, the Executive Agent (EA) of the DII COE.  There may be cases where Alerts Services applications are in use by DII COE-compliant systems but they are not considered part of the DII COE because they are not under the DII COE Engineering Office’s direct control. These unique sets of Alerts Services applications fall outside the scope of this SRS as they are mission applications for use exclusively outside the DII COE community of interest. 

1.2 
SYSTEM OVERVIEW

The DII COE Alerts Services software supports the capabilities to establish, prioritize, process, deliver and terminate user generated and application generated alerts and notifications.  It allows its users to send, receive, and manage alerts between processes.  These alerts consist of sender-specified text, a sender-specified classification, and a sender-specified priority, as well as sender identification, a time-tag, and a sender-specified alert-ID.  The receiver of alerts can control what alerts are received by means of an alert-ID mask, which is a UNIX regular expression which an incoming alert must match in order for the receiver to be notified of the alert.  The sender also has the option of specifying that an alert is "persistent".  Persistent alerts are stored in a database when sent, and can survive a system shutdown.

Figure 1-2 presents the process architecture of the Alerts Services System.

1.2.1 COMMON OPERATING ENVIRONMENT

The COE is intended for use by all Department of Defense Command and Control Systems (CCS) and Automated Information Systems (AIS) as the infrastructure on which they reside.  The COE is defined as an integrated architecture made up of hardware and software components that provides standard, modular, system and applications support software for a tailorable set of functional applications.  COE software will be developed for the following platforms, at a minimum:

· HP 9000 series using HP/UX 9.07 (RISC)

· HP 9000 series using HP/UX 10.10 (RISC)

· SUN using SOLARIS 2.4

· SUN using SOLARIS 2.5.1

· Windows 3.1x operating systems

· Windows NT operating systems

1.3 DOCUMENT OVERVIEW

This Alerts Services SRS is comprised of six sections:

· Section 1 -- Scope

· Section 2 -- Applicable Documents

· Section 3 – Subsystem Requirements

· Section 4 -- Qualification Provisions

· Section 5 – Requirements Traceability

· Section 6 – Notes


Figure 1-2 Alerts Process Architecture

2. APPLICABLE DOCUMENTS

The following documents of the exact issue shown form a part of this specification to the extent specified herein. Where no date is shown, the current issue applies. In the event of conflict between the documents referenced herein and the contents of this specification, the contents of this specification shall be considered a superseding requirement.

2.1  GOVERNMENT DOCUMENTS 

ACCS-A1-100-006
System Specification for ATCCS

DoD-STD-1815A
Ada Programming Language, January 1983

DoD-STD-2168

Defense System Software Quality Program Standards, DoD, Apr 1988

LL-500-04-03

GCCS Common Operating Environment Baseline, DISA, Nov 1994

MIL-STD-498

Military Standard Software Development and Documentation, Dec 1994

DI-IPSC-81439

Software Test Description

DI-IPSC-81440

Software Test Report

Defense Information Systems Agency, Center for Computer System Engineering, Architectural Design Document for the Defense Information Infrastructure (DII) Common Operating Environment (COE), January 1996

2.2  NON-GOVERNMENT DOCUMENTS 

IEEE 1003.1

Standard Portable Operating Interface for Computer



Environments (POSIX), IEEE, September 1988

Copies of specifications, standards, drawings, and publications required by suppliers in connection with specified procurement functions should be obtained from the contracting agency or as directed by the contracting officer.

3. SUBSYSTEM REQUIREMENTS

3.1 REQUIRED STATES AND MODES 

The Alerts Services Common Software (CS) is not a stand-alone subsystem. Alerts Services provides generic C2 support services and is designed to be embedded into an end-users system. The Alerts CS has no operating modes or states of its own.

3.2 REQUIREMENTS FOR ALERTS SERVICES 1.3.5 / NEW REQUIREMENTS

The sub-paragraphs in this section establish the functional requirements for the Alerts Service Common Software module.  The Alerts Services Software Requirements are divided into three types of requirements; requirements for the Alerts Server Software (Section 3.2.1), requirements for the Alerts Client Software (Section 3.2.2) and requirements that affect both the Server and Client Software (Section 3.2.3).  Each requirement is identified by a requirements tracking number enclosed in square brackets.  

The new version, Alerts 1.3.5 has been re-written in "C".  It will be operable on HP Unix 10.20 and Solaris 2.5.1 platforms.  It will also be interoperable between the two platforms.  The Requirements Traceability Matrix (RTM), located in Section 5 of this document reflects the requirements contained in version 1.3.5.  The new requirements were submitted by the Alerts Technical Working Group (ALTWG) members on 23 April 98.  The new requirements will be written to the Windows NT OS.  They are also included in the RTM.  The ALTWG requires this new version to coincide with the DII COE version 4.2 for October 1999.

3.2.1  ALERTS SERVICES SERVER REQUIREMENTS

1. [ASM001] Alerts Service Common Software shall provide the capability to initiate alerts according to criteria selected by the application program issuing the alert.

2. [ASM003] Alerts Service Common Software shall provide the capability to deliver selected alerts to the processes that have registered to receive them.

3. [ASM005] Upon receipt of requested data originating from an application, Common Software shall provide the capability to deliver the data to the alert initiator.

4. [ASM006] Alerts Service Common Software shall provide the capability to queue pending alerts, arranged by alert precedence, until they are recalled for display and handling.

5. [ASM007] Alerts Service Common Software shall provide the capability to queue pending alerts as long as the registrations of the receiving applications remain valid.

6. [ASM008] Alerts Service Common Software shall provide the capability to suspend alert processing. 

7. [ASM009] Alerts Service Common Software shall provide the capability to resume alert processing. 

8. [ASM018] Alerts Service Common Software shall provide the capability to notify an application when specified alerts are initiated.

9. [ASM019] Alerts Service Common Software written in Ada shall provide the capability for C applications to call all alerts API’s via C bindings.

10. [ASM020] Alerts Service Common software shall provide the capability for an application program to register as an alerts handler client.

11. [ASD001] Alerts Service Common Software shall provide the capability for an operator to enable Alerts processing.

12. [ASD002] Alerts Service Common Software shall provide the capability for an operator to disable Alerts processing.

13. [AIRALT0001] Provide Web-based User Alerts system that permits the sending of alerts to users whether local or remote.

14. [AIRALT0002] Provide Web Based alerts that are user profile based (alerts are sent to users based on user profile tables that map alerts to positions).

15. [AIRALT0003] Web based alerts shall, on request, record the text of an alert in a file. This shall include a list of recipients of an alert and time received by each.

16. [AIRALT0004] Alerts shall be forwarded to the user with the original time of alert generation when a remote user connects with the proper profile to receive a queued alert.

17. [AIRALT0008] User Alert Services shall provide the capability for the sender to disseminate the alert message to all specified recipients. The sender can be an application or a user logged on to a workstation.

18. [AIRALT0011] User Alert Services shall deliver the alert to all addressed profiles selected by the sender.

19. [AIRALT0012] User alert services shall provide the capability to address alerts to a group of recipients (Distribution List). As described above, recipients are users logged on as a profile or set of profiles on workstations.

20. [AIRALT0014] User Alert Services shall provide the capability for applications to specify the text of an alert.

21. [AIRALT0015] User Alert Services shall provide the capability for applications to specify the priority of an alert. The alert priorities shall be Routine, Priority, Immediate, and Flash.

22. [AIRALT0016] User Alert Services shall provide the capability for applications to specify the recipients of an alert. Recipients can be profiles, (Duty Positions), external addresses (email addresses of recipients who are separated from the originating LAN), or distribution lists (of profiles).

23. [AIRALT0018] User Alert Services shall provide the capability for applications to disseminate the alert message to all specified recipients.

24. [AIRALT0019] Provide for the identification of User Alerts as Real, Test, or Exercise. (Note Real equates to the Operational mode called out in the Admin. Services SRS).

25. [AIRALT0020] Immediate transmission user alerts shall be transmitted to all connected users upon receipt.

26. [AIRALT0021] Time Period alerts shall be sent upon receipt to all connected users and forwarded to users who connect before the specified time period expires.

27. [AIRCOM0002] User Alert Services shall provide the capability to deliver alerts to the recipients, recipients being users (profiles) logged on workstations.

28. [AIRCOM0006] User Alert Services shall deliver the alert to all profiles selected by the sender.

29. [AIRCOM0008] User Alert Services shall provide the capability for the operator to choose to broadcast an alert to all local TBMCS users or to all TBMCS users, local and global. Local users are those users whose workstations are connected to the same LAN. Global users are any TBMCS users whose workstations are located within the same security enclave.

30. [AIRCOM0011] User Alert Services shall provide the capability for applications to specify the recipients of an alert. Recipients can be profiles (the DII COE equivalent of duty positions), external addresses (addresses of recipients who are separated from the originating LAN by a firewall), or distribution lists (of profiles).

31. [AIRCOM0014] User Alert Services shall provide Web-based capabilities that meet the requirements defined for a client-server system.

3.2.2 ALERTS SERVICES CLIENT REQUIREMENTS

1. [ASM002] Alerts Service Common Software shall provide the capability to display descriptive text and/or operator dialog forms with a visual alert.

2. [ASM010] Alerts Service Common Software shall provide the capability to display alerts from the alert queues IAW alert priorities and the times that the alerts were issued.

3. [ASM011] Alerts Service Common Software shall provide the capability to display individual alerts on a W/S IAW the classification of the alert and the classifications of the logged on user and W/S.

4. [ASM017] Alerts Service Common Software shall provide the capability to disable an application from making an entry in any display window but an alert window until the alert window s closed.

5. [ASD003] Alerts Service Common Software shall provide the capability for an operator to display the total number of pending Alerts.

6. [ASD004] Alerts Service Common Software shall provide the capability for an operator to display the total number of pending Interactive Alerts.

7. [ASD005] Alerts Service Common Software shall provide the capability for an operator to display the total number of pending Critical Priority Alerts.

8. [ASD006] Alerts Service Common Software shall provide the capability for an operator to display all pending Alerts.

9. [ASD007] Alerts Service Common Software shall provide the capability for an operator to display selected pending Alerts.

10. [ASD008] Alerts Service Common Software shall provide the capability for an operator to display the full text of selected pending Alerts.

11. [ASD009] Alerts Service Common Software shall display the Alert Name, Classification, Originator, Priority, and Time for each selected pending Alert (in both the summary and full-text displays).

12. [ASD010] Alerts Service Common Software shall provide the capability for an operator to display selected pending Alerts filtered by originator, priority or classification.

13. [ASD011] Alerts Service Common Software shall provide the capability for an operator to display selected pending Alerts sorted according to 1 or 2 key fields.

14. [ASD012] Alerts Service Common Software shall provide the capability for an operator to sort displayed Alerts according to alert priority.

15. [ASD013] Alerts Service Common Software shall provide the capability for an operator to sort displayed Alerts according to alert originator.

16. [ASD014] Alerts Service Common Software shall provide the capability for an operator to sort displayed Alerts in time-forward or time-reverse order.

17. [ASD015] Alerts Service Common Software shall provide the capability for an operator to print all pending Alerts.

18. [ASD016] Alerts Service Common Software shall provide the capability for an operator to print selected pending Alerts.

19. [ASD017] Alerts Service Common Software shall provide the capability for an operator to print selected pending Alerts filtered by originator, priority or classification.

20. [ASD018] Alerts Service Common Software shall provide the capability for an operator to print selected pending Alerts sorted according to 1 or 2 key fields.

21. [ASD019] Alerts Service Common Software shall provide the capability for an operator to sort printed Alerts according to alert priority.

22. [ASD020] Alerts Service Common Software shall provide the capability for an operator to sort printed Alerts according to alert originator.

23. [ASD021] Alerts Service Common Software shall provide the capability for an operator to sort printed Alerts in time-forward or time-reverse order.

24. [ASD022] Alerts Service Common Software shall provide the capability for an operator to delete selected pending Alerts.

25. [ASD023] Alerts Service Common Software shall provide the capability for an operator to acknowledge selected pending Alerts (without deleting them from the queue).

26.  [AIRALT0023] Alert Services shall provide a common alert display.

27. [33-1] Alerts shall provide a generic alarm template for the construction of alarms within a system.  Variable fields in the template would be provided by the application to describe the alarm condition.

28. [33-2] Alerts shall provide, to the application, a capability to acknowledge or cancel an alarm.

29. [33-3] Alerts shall provide a plug-in that will display a message to the console if the alert messages contain key words as specified by the application or configuration file.

3.2.3 ALERTS SERVICES CLIENT AND SERVER REQUIREMENTS

1. [ASM004] Alerts Service Common Software shall provide the capability to deliver the operator inputs in response to displayed alerts to the processes that initiated them.

2. [ASM012] Alerts Service Common Software shall provide the capability to delete an existing alert and/or its associated text from a display.

3. [ASM013] Alerts Service Common Software shall provide the capability to print alerts from the alert queues IAW alert priorities and the times that the alerts were issued.

4. [ASM014] Alerts Service Common Software shall provide the capability to print individual alerts on W/S IAW the classification of the alert and the classifications of the logged on user and W/S.

5. [ASM015] Alerts Service Common Software shall provide the capability to disable all alerts, except for those alerts related to incoming Flash messages, system shutdowns, and loss of communications connectivity.

6. [ASM016] Alerts Service Common Software shall provide the capability to highlight alert priority through visual cues:

· Blinking/Stationary

· Intensity

· Color.

7. [ASM021] Alerts Service Common Software shall provide the capability for an application to define the name, originator, priority, initiation time, classification of each initiated alert.

3.3 EXTERNAL INTERFACE REQUIREMENTS

The Alerts Service Common Software modules shall provide an open, public software interface (API) between the applications programs and all Alerts Services capabilities.

3.4 INTERNAL DATA REQUIREMENTS

No attempt has been made to design the internals of the Alerts Service software. These requirements will be developed during the software design process, when objects are identified.

3.5 ADAPTATION REQUIREMENTS

The Alerts Services software version 1.3.5 shall be coded in C.  Alerts Services is designed using portable language constructs.  This version will be hosted on the Solaris 2.5.1 and the HPUX 10.20.  It will operate under the DII COE Kernel version 4.0 and it shall be backwards compatible with DII COE versions preceding version 4.0

3.6 SAFETY REQUIREMENTS

Safety is the responsibility of the overall system into which the Alerts Services software is embedded. Alerts Services software shall not interfere with, or defeat the purpose of, safety functions implemented in the host system.

3.7 SECURITY AND PRIVACY REQUIREMENTS

Alerts Services software is designed to operate in a “System High” security regimen.  The Alerts Services software shall rely on the security policy and capabilities of the user system in which it is embedded.

3.8  ENVIRONMENT REQUIREMENTS

The Alerts Services software version 1.3.5 shall operate under operating systems Solaris 2.5.1 and HPUX 10.20.  It shall also be operable with DII COE 4.0 and be backwards compatible with DII COE versions 3.0 through 3.4.

3.9  COMPUTER RESOURCE REQUIREMENTS

Not applicable.  Alerts Services software is designed to be embedded into the users systems and has not been packaged as a stand-alone software entity.

3.10  SOFTWARE QUALITY FACTORS 

Alerts Services must be designed using portable language constructs. Ported versions of this software are required to execute on all H/W-OS variants of the CHS1/2 platform.

3.11  DESIGN AND IMPLEMENTATION CONSTRAINTS

As Alerts Services software is to be implemented as Common Software, the developers can make no assumptions about the “look and feel” of the user interface for the system in which it eventually will be embedded.  Therefore, the “Display” portion of Alerts Services must be implemented as “Demoware”, to be used solely for demonstration purposes and as a coding example of an Alerts Services client.

3.12  PERSONNEL-RELATED REQUIREMENTS

Not applicable.  Personnel requirements must be determined by the developers of the system in which Alerts Services is embedded. 

3.13  TRAINING-RELATED REQUIREMENTS

The Alerts Project Leader will hold a demonstration of the Alerts Services software functionality for version 1.3.5.  A separate demonstration can be requested and arranged with the Alerts Services Project Leader.

3.14  LOGISTICS REQUIREMENTS

Not applicable.  Logistics requirements must be determined by the developers of the system in which Alerts Services is embedded.

3.15  OTHER REQUIREMENTS

Not applicable.

3.16  PACKAGING REQUIREMENTS

3.16.1  SHIPPING PROTECTION PROVISIONS

The CS developer shall prepare all items for shipment with preservation packaging and marking such that protection is provided against deterioration and physical damage during shipment and handling from the source of supply to the ultimate destination.

3.16.2  MEDIA

All releases from the CS developer shall be provided on removable storage media (e.g., tape, CD-ROM, or magneto-optical disks) consistent with CHS-1/2 equipment. The developer shall provide all CS releases in both source and object format.

3.17  PRECEDENCE AND CRITICALITY OF REQUIREMENTS

Whenever there is a conflict between this specification and any other applicable document, the requirements as stated in this specification shall be considered to have precedence.

4. QUALIFICATION PROVISIONS 

4.1  QUALIFICATION METHODS

The Software Test Description (STD) will specify test procedures for validation testing of the DII COE Alerts Services.  The Qualification Methods applied to Common S/W shall include test and demonstration (T and D) as indicated in the verification cross reference matrix.

4.1.1  Test (T)

Test refers to the qualification method consisting of operation of the item/ component/ interface (or some part of the computer S/W configuration item, etc.) which relies on the collection and subsequent examination of data.

4.1.2  Demonstration (D)

Demonstration refers to the qualification method consisting of operation of the item/ component/ interface (or some part of the computer S/W configuration item, etc.) which relies on observable functional operation not requiring the use of elaborate instrumentation or special test equipment.

4.2 RESPONSIBILITY FOR QUALIFICATION 

Common Software testing will be performed by the Independent Verification and Validation (IV&V) Team.  The degree of development testing vs. testing performed during development and integration of existing S/W will be established by the Alerts Technical Working Group.

1. Development Tests: Development testing is performed by the developers who implement the CS products.  These tests may be observed (informally) by government representatives.  The developer Quality and CM organization certifies at the conclusion of development tests that the S/W is ready to be formally qualified.

2. Independent Verification and Validation (IV&V) Tests: The PM-ATCCS test team will test the Alerts Services requirements as specified in the Software Test Description (STD).  The IV&V Team will insure that the Alerts Services version 1.3.5 will be compatible with the DII COE versions 3.0 through 3.4.  The IV&V team will be responsible for submitting test results in the Software Test Report (STR). 

3. DISA Acceptance Tests: The DISA engineering team has all Acceptance Testing responsibility.  Acceptance Test results will be provided to the Alerts Services Project Leader.  

4. Y2K Tests: The IV&V test team will be responsible for Y2K testing as well as including the results in the STR.  Y2K test procedures will be provided. 

4.3  ACCESS TO CS DEVELOPER FACILITIES

Government representatives may participate in design and code reviews and walk-throughs and in all testing activities. Such participation will be coordinated with the contractor who will grant access to contractor and subcontractor facilities.

5. REQUIREMENTS TRACEABILITY

Requirements Traceability Matrix is provided under separate documentation

6. NOTES

6.1  STANDARD VERBS

A set of unambiguous transitive verbs has been identified and defined. The verbs have been used in the development of the functional requirements in this specification.

ABORT--Terminating an activity prematurely.

ACCEPT/REJECT--Receiving data that is judged to satisfy a requirement, and the reverse.

ACCESS--Reading or writing data structures from a mass storage device.

ACKNOWLEDGE--Reporting the receipt of a message and whether the message was with, or without errors to the originator of the message.

ACTIVATE/DEACTIVATE--Causing a device to begin running, and the reverse.

ADD/MODIFY/DELETE--Manipulating/changing data elements.

ADDRESS--Providing a unique identifier for the receiver of data.

ALLOCATE/DEALLOCATE--Designating storage resources for a specific purpose, and the reverse.

ASSIGN--Giving out a task; delegating responsibility for an activity to a subordinate.

ASSOCIATE/DISASSOCIATE--Initiating communications with a remote network, and the reverse.

BACKUP/RESTORE--Moving selected data elements to non-volatile on-line or off-line (e.g., removable media) storage; and the reverse, returning to a previous condition or state.

BYPASS--Circumventing an operation.

CALCULATE--Applying mathematical operations to determine a data element's value.

CLASSIFY/DECLASSIFY--Applying DoD security classification to a data element, and the reverse. 

COLLECT--Accumulating data.

COMMUNICATE--Exchanging messages between logical or physical entities.

COMPARE--Examining data elements to identify similarities and differences.

COMPOSE--Creating a display, specifically the spatial layout of data of many types, including the provision of a uniform display coordinate system for that data.

CONFIGURE--Identifying, and arranging the elements in a group or network.

CONNECT/DISCONNECT--Linking elements across a communications circuit, and the reverse.

CONTINUE--Retaining the current operational state of a designated activity.

CONTROL--Regulating a process or activity.

CONVERT--Changing a data element from one form or state to another.

CREATE/DESTROY--Causing a data element to exist, bringing it into being, building it, or producing it, and the reverse.

CUT/COPY/PASTE--Removing a selected data element from a screen display, duplicating a selected data element from a screen display, and redisplaying a previously cut or copied data element on a screen display.

DECLUTTER/RECLUTTER--Simplifying an area of a graphical display by combining elements or by removing elements from the current display image, and the reverse.

DEFINE--Describing the precise nature and qualities of entities (e.g., of a data element, data storage).

DELAY--Suspend processing for some specified finite period of time.

DETERMINE--Evaluating or appraising based upon specific criteria or knowledge base.

DISPLAY--Exhibiting a data element or group of elements on a visual data W/S.

DISTRIBUTE--Dispersing data elements to identified local activities or across a network.

DOWNLOAD/UPLOAD--Transferring data from a superior to a subordinate, and the reverse.

DRAW--Generating a graphical object on a visual display W/S or plotter.

EDIT--Correcting, modifying, or adapting a data element in a controlled manner.

ENABLE/DISABLE--Allowing a designated activity to be performed, and the reverse.

ENFORCE--Compelling observance of specified standard of practice.

ENSURE--Performing a decisive action to achieve a desired result.

ENTER--Introducing a data element into the system from an outside source.

ERASE--Replacing all information in a designated storage area with binary ones.

EXPAND/CONTRACT--Increasing or decreasing size (e.g., computer resource, data structure).

EXPOSE/HIDE--Making data elements on a visual data W/S visible, and the reverse.

FAIL-OVER -- Switching seamlessly to a backup device or server process when a failure has been detected in the primary.

FILL--Entering data into predefined storage structures (e.g., forms, message templates, etc.).

FIND/SEARCH--Locating a data element of a designated value or a set of values.

FORMAT--1. Transferring application-specific information (e.g., map regions military symbology, text, etc.) into a form understandable by the underlying CHS graphics package  2. Initializing certain magnetic and magnetic-optical storage media.

FORWARD--Sending received data on to a subsequent destination or address.

GROUP/UNGROUP--Establishing a logical relationship allowing multiple objects to be treated as a single object, and the reverse.

HANDLE--Accessing, controlling, or releasing a data element.

HIGHLIGHT/DIM--Making a data element prominent by altering its visual representation, and the reverse.

IDENTIFY--Ascertaining the identity and/or the nature of a data element.

IMPLEMENT--Proceeding to build something according to a plan or design.

INITIALIZE--1. Loading software and making it ready to execute.  2. Executing software in order to establish a set of starting conditions.

INITIATE/TERMINATE--Causing a designated activity or process to begin, and the reverse.

INPUT/OUTPUT--Getting data from a device (not storage) or activity, and the reverse.

ITERATE--Repeating a predefined activity, possibly until a designated event occurs.

JOIN/SPLIT--Combining two data elements or two data structures into one, and the reverse.

LABEL--Applying an annotation (tag) to a designated data element.

LIMIT--Restricting the value of a data element to pre-defined boundaries.

LOAD/UNLOAD--Moving programs or data elements into memory or on-line storage from an external source, and the reverse.

LOCK/UNLOCK--Restricting access to data elements or storage areas, and the reverse.

LOG--Recording/printing designated events and selected related information.

LOG ON/LOG OFF--Initiating or terminating a computer session.

MAINTAIN--Preserving designated data elements through correction and updates.

MERGE--Combining sorted data retaining the original ordering scheme.

MONITOR--Systematically or periodically watching for the occurrence of designated conditions or data flows.

MOUNT/DISMOUNT--Making the data media in a mass storage device accessible, and the reverse.

NOTIFY--Sending a message to a designated activity or person.

OPEN/CLOSE--Making the contents of a file visible and accessible, and the reverse.

OPERATE--Functioning effectively according to pre-defined rules.

ORIENT/REORIENT--Changing the attitude of a displayed data object with respect to its display frame by rotating it, flipping it, etc.

PAN--Altering the viewed portion of a displayed data structure whose size exceeds the boundary of the screen (e.g., a Map)

PARSE--Breaking a compound data element down into components.

POLL--Interrogating a server to assess status, determine availability of data.

POSITION--Placing a data element in the desired location on a display.

PREVENT--Performing a decisive counteraction to stop something from happening.

PRINT/PLOT--Producing hardcopy on a printer or printer/plotter.

PROCESS--Performing a defined series of operations to bring about a desired result .

PROVIDE--Furnishing or giving access to a designated capability or Services.

PURGE--Totally and unequivocally erasing or overwriting all information stored on magnetic or optical media. Purging is one prerequisite to declassification of media. (Purging is performed on an entire media basis.)

QUALIFY--Meeting or exceeding specified requirements.

QUEUE/DEQUEUE--Adding an entry (data element) to a queue, or removing an entry from the queue.

READ/WRITE--Getting data from a mass-storage device, and the reverse.

RECONFIGURE--Changing or rearranging the set of active elements in a workstation or network.

REFORMAT--Changing the organization of a data element from one form to another.

REFRESH--Retrieving updated values or symbols for a display.

REINITIALIZE--Redefining the starting conditions of an activity and restarting it.

REPLICATE--Copying and distributing copies of a selected data element (e.g., a file).

REPORT--Providing an indication to an application program of the occurrence of an event, or the results of the event.

REPOSITION--Moving a data element from one location to another on a display.

REQUEST/HOLD/RELEASE--Getting a data element or resource, retaining it until a defined event occurs, and freeing it.

RESET--Returning the designated data element to its default value or state.

RESIZE--Modifying a display data element by making it larger (e.g., magnify) or smaller (e.g., minify).

RETURN--1. Passing requested data elements and/or status information to a requesting application program 2. Going back to a predefined state, location, or configuration.

ROUTE--Providing a message destination and/or transmission path.

SANITIZE--Overwriting of sensitive information on magnetic or other storage media. This is used to support the release of otherwise-classified data. 

SCHEDULE/RESCHEDULE--Planning or appointing for a certain time/date.

SECTION--Dividing or segmenting a message into fragments.

SELECT/DESELECT--Choosing from a number of pre-defined alternatives, and the reverse.

SEND/RECEIVE--Transmitting data over a communication link, and the reverse.

SET--Changing the designated data element to the desired value or state.

SORT--Arranging data in a specified ordering scheme.

STORE/RETRIEVE--Transferring selected data elements or structures to a specified storage media, and the reverse.

SUBMIT--Entering a request.

SUPERIMPOSE--Registering and displaying visual compositions consisting of a map background and overlays.

SUSPEND/RESUME--Interrupting an activity with the possibility of restart, and the reverse.

SYNCHRONIZE--Coordinating activities to operate with exact coincidence of time or rate.

TRANSFER--Conveying or shifting a data element or message from one location to another.

TRANSFORM--Converting data from one representation to another.

UPDATE--Changing the content of a data element to provide replacement information.

UTILIZE--Employing the functionality of a selected Services or utility for some specific purpose.

VALIDATE--Determining whether a data element should receive official sanction.

VERIFY--Determining whether a data element meets pre-defined criteria.

WAIT--Suspend processing until one or more events occur.

ZOOM--Enlarging or reducing information in the selected area of a display.

ACRONYMS AND ABBREVIATIONS

2-D

Two-Dimensional
3-D

Three-Dimensional

ACCS

Army Command & Control System

ACK

Acknowledgment
ACS

Association Control Service
ACSE

Application Control Service Element
ACUS

Army Common User System
AD

Air Defense
ADDS

Army Data Distribution System
ADRG

Equal Arc-Second Raster Chart/Map Digitized Raster Graphic
AFATDS
Advanced Field Artillery Tactical Data System

ALTWG

Alerts Technical Working Group

API

Application Programming Interface
APIU

Adaptive Programmable I/F Unit
ARC

Army Research Center or Equal Arc-Second Raster Chart/Map
ASAS

All Source Analysis System
ASN.1

Abstract Syntax Notation, Version One
ATCCS

Army Tactical Command and Control System
AUTODIN
Automatic Digital Network

BFA

Battlefield Functional Area
BFACS

Battlefield Functional Area Control Systems

C2 or C&C
Command and Control
CASE

Common Application Service Element
CASS

Common ATCCS Support S/W
CD-ROM
Compact Disk-Read Only Memory
CHS

Common H/W/S/W 
CLNP

Connectionless Network Protocol
CMIP

Common Management Information Protocol
CMS

Common Message Service
CNR

Combat Net Radio

COE

Common Operating Environment
COMSEC
Communications Security
CONOPS
Continuity of Operations
COTS

Commercial Off-The-Shelf
CP

Command Post
CPU

Computer S/W Component
CSCI

Computer S/W Component Item
CS PMP

Common S/W Product Management Plan
CSS

Combat Service Support
CSSCS

Combat Service Support Control System
CSU

Computer S/W Unit

DAT

DISA Acceptance Test

DB

Database
DBMS

DB Management System
DFAD

Digital Feature Analysis Data
DIA

Defense Intelligence Agency
DID

Data Item Description

DII

Defense Information Infrastructure

DISA

Defense Information Systems Agency
DMA

Defense Mapping Agency
DoD

Department of Defense
DTED

Digital Terrain Elevation Data
DTG

Date Time Group
DTSS

Echelons Above Corps

ECRU

Enhanced Command Response Unit
E-Map

Electronic Map (OPTADS)
EPLRS

Enhanced Position Location Reporting System
ES-IS

End System To Intermediate System

FAAD C3I
Forward Area Air Defense Command, Control, Communications and


 Intelligence
FIFO

First In, First Out
FLC

Force Level Control
FQT

Formal Qualification Test
FS

Fire Support
FTAM

File Transfer, Access, and Management 
FTP

File Transfer Protocol
FWF

Fixed Word Format

GEOREF
World Geographic Reference System
GFE

Government Furnished Equipment
GFI

Government Furnished Information
GFP

Government Furnished Property
GOSIP

Government Open Systems Interconnection Profiles

H/W

Hardware

IAW

In Accordance With
ICD

I/F Control Document/Drawing
ID

Identification
IEW

Intelligence and Electronic Warfare
I/F

Interface
IMETS

Integrated Meteorological System
I/O

Input/Output
IP

Internet Protocol
IRS

I/F Requirements Specification
ISC

Inter-S/W Communications
ISO

International Organization for Standardization
ITD

Interim Terrain Data

IV&V

Independent Verification and Validation

JANAP

Joint Army-Navy-Air Force Publication
JOG

Joint Operations Graphic
JTIDS

Joint Tactical Information Distribution System

Kb/s

Kilobits per Second

LAN

Local Area Network
LCU

Lightweight Computer Unit
LIFO

Last In, First Out
LME

Layer Management Entity
LOS

Line-of-Sight
LRU

Line Replaceable Unit

MB

Megabyte
MC&G

Mapping, Charting and Geodesy
MCS

Maneuver Control System
MGRS

Military Grid Reference System
MHS

Message Handling System
MIT

Machine I/F Toolkit
MLS

Multi-Level Security
MPN

MSE Packet Network
ms

Millisecond(s)
MSE

Mobile Subscriber Equipment
MTA

Message Transfer Agent
MTS

Marine Tactical Systems
MVR

Maneuver

NCS

Network Control Station
NMAP

Network Management Application Process
NMS

Network Management Services

ONC

Operational Navigation Chart
OOA

Objected-Oriented Analysis
OPTADS
Operations Tactical Data Systems
OS

Operating System
OSF

Open S/W Foundation
OSI

Open Systems Interconnection

PDU

Protocol Data Unit
PIC

Protocol Implementation Conformance
PITD

Planning Interim Terrain Data
PSE

Programming Support Environment
PSN

Packet Switched Network

QIP

Quadrilateral Interoperability Program

RAM

Random Access Memory
RDA

Remote DB Access
REQID

Requirement Identifier
ROSE

Remote Operations Service Element
RPC

Remote Procedure Call
R/T

Real-Time
RTS

Reliable Transfer Service
RTSE

Reliable Transfer Service Element

SAT

Spatial Analysis Toolkit
SCI

Sensitive Compartmented Information
SDF

S/W Development Folder
SDU

Service Data Unit
SMTP

Simple Mail Transfer Protocol
SNCP

Simple Network Control Procedures
SNDCF

SubNetwork Dependent Convergence Function
SNMP

Simple Network Management Protocol
SOP

Standing Operating Procedure(s)
SQL

Structured Query Language
SRI

Standing Request for Information
SRS

System Requirements Specification
SSA

System Specification for ATCCS
SSPM

S/W Standards and Practices Manual
SSS

System/Segment Specification

STD

Software Test Description

STR

Software Test Report
S/W

Software
STANAG
NATO Standardization Agreement

TACFIRE
Tactical Fire Direction System
TCP

Transmission Control Protocol
TCU

Transportable Computer Unit
TEC

Topographic Engineering Center (U.S. Army)
TLM

Topographic Line Map
TP

Transport Protocol or Transaction Processing
TTD

Tactical Terrain Data

UA

User Agent
UDP

User Datagram Protocol
ULP

Upper Layer Protocol
UPS

Universal Polar Stereographic
USMTF

U.S. Message Text Formats
UTM

Universal Transverse Mercator

VMF

Variable Message Format

WAN

Wide Area Network
WGS

World Geodetic System
W/S

Workstation

Y2K

Year 2000

6.2  GLOSSARY OF TERMS

Abnormal Termination -- Unanticipated shutdown of workstation processes and/or communications activities.

Alert -- A software-controlled notification of an exceptional or critical condition. Alerts are usually displayed to the system operator for acknowledgment and corrective action.

Audit Trail -- A set of historical records that traces the transactions and updates to a designated resource (e.g., a database).

Autonomous -- Independent, self-managed.

COE – A Common Operating Environment with Common Software that provides a framework and standard functionality for the development of C2 systems.

COTS SW -- Commercial, Off-the-shelf software (used in the COE as part of the host platform).

Dynamic -- In the COE, dynamic actions are those which may be accomplished without interrupting the ongoing processes on a workstation or network. (e.g., dynamic reconfiguration of a network must occur without taking the network down)

Hardcopy Device -- An output device that provides a permanent, printed (or plotted), paper record of application-supplied data.

Icon -- A reduced-size representation of a window or process that an operator may select and activate using the cursor control device.

Library -- an encapsulated set of disk files characterized by any number of data files and a single directory file.

Message -- A unit of data conveyed from one communicating software entity to another. No assumptions are made as to the format or content of the message.

Network -- Multiple workstations connected by a wire or fiber-optic media. Networks may be local (LAN), city-wide or campus-wide (MAN), or wider area up to global (WAN) in coverage.

Open Public Interface -- A stable programming-language interface to a Common Software function which is published in the Interface Design Document and the Programmer’s Guide.

Pop-Up -- A window or menu on a display that seemingly appears “out-of-nowhere”, but is actually the action of an application (which may be reacting to an operator action or may be autonomously displaying data to the operator).

Process -- An executing software program. Processes are characterized as a combination of a machine state and an execution space on a workstation. Processes are individually managed by the operating system.

Pull-down -- A expanded set of menu selections that becomes visible when the operator selects an associated menu bar entry or menu item. Pull-downs can overlap or cascade.

Queue -- An ordered list or data elements that has a predefined organization and access scheme.

Standard Message -- A formatted ASCII text message from the USMTF, ACCS or STANAG Message Sets.

Window -- An application-managed X-System widget that provides a data display or operator dialog area.

Workstation -- A processor and its associated storage, display, communications, and operator I/O 

devices, taken as a whole. (e.g., HCU, TCU, LCU -- CHS Workstations).
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