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Drivers

» Need to address cost, timeliness of capability delivery, and subsequent flexibility.

DoD/CIO Campaign

Plan, Oct 2011

® « _Therefore, the DoD CIO
must address this challenge
by providing the advocacy
and guidance necessary to
facilitate agile, rapid
delivery of effective, secure
information capabilities
across all missions and
functions.”

JC2 Capability AoA
Conclusions and

Recommendations,
March 2011

"Sustainment costs of current
C2 capabilities dominate"

"A joint C2 Modernization
Strategy that comprehensively
addresses both capability
improvements and the
transformation / migration of
legacy capabilities is needed”
No single program (e.g. NECC),
rather a federated “Joint C2
Family-of-Programs”

Critical function - C2
Enterprise-Wide Architecture
Development & System
Engineering

“Mission Command”,
GEN Martin Dempsey,
Army Magazine, Jan
2011

“Confronting hybrid
threats—combinations of
regular, irregular, terrorist
and criminal groups—in
such an environment
requires leaders who not
only accept but seek and
embrace adaptability as an
imperative.”
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Objective Vision

Agile & Adaptive Environment
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Joint C2

Objective
Architecture

¢ Architectural
Construct/Constraints

Arch & Ops Requirements

Synchronization

Architecture
Compliance

Assessment

=

IMPLEMENTATION
GUIDANCE

¢ Architecture Driven
Requirements

eJoint Arch Core Team creates eSelf-Assessment Checklist

and coordinates among all

stakeholders

developed by PEO-C2C
¢ PEO-C2C Summarizes Status
and IDs Risk

& MISSION
THREADS

OPERATIONAL
REQUIREMENTS

¢ Warfighter Requirerﬁents

¢ JCCD prioritizes

Allocated

Baseline

» Architecture

* Prioritized Strategic Objectives with
Schedule Expectations
* SSG-A creates and promulgates

Annual Update

[

to Joint C2 System

Architecture

PLAN BUILD

¢ Evolving Baseline
WORKSHOP

¢ Identifies key dependencies
among systems

¢ Used to coordinate integration
and testing of evolving and new
capabilities

eJoint synchronization of plans

architecture.

¢ Functional & Infrastructure
o AT&L developed long term target

INITIATIVE &
MODERNIZATION
» PROPOSALS

¢ Functional & Infrastructure Initiatives
¢ Program Plans to satisfy Strategic,
Functional and Architectural Priorities
» Service/Agency proposes
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Mission
Information

Mission
Thread

Mission
Functionality

Core /
middleware

Computing /
Hardware

Network

Agile and Adaptive Mission
Capabilities 1 of 4

Thread/Data

-

Component
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Legacy Baseline Acquisition Boundary

Current Methods

" Deliver a against a
complete set of
requirements, delivered
over a long period of
time as a singular
tested, accredited
capability

Challenges

® Requirements are not
well known in advance

" Large capabilities have
long delivery times

" Capabilities difficult to
modify in the field




E'_SA-\ Agile and Adaptive Mission
Capabilities 2 of 4

LOCAL
Mission Unique

" High need to address
specific mission needs

" High need to tailor in
the field
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Thread/Data

Mission

Mission
Functionality

NEED TO DECOUPLE

Shared Infrastructure

Core /

|
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Computing / s High neefi t.o share
Hard | across missions
Ll s " High need to
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Network 2
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Agile and Adaptive Mission

A Combat Support Agency efeo, o
apabilities 3 of 4
Mission
Information
Mission
Thread
o Mission
Mission Component
Functionality Providers

el

Core / C T &
middleware L
Computing

» Component
Providers

Shared
Agreements

Independent

Component
Development

" Large number of
mission specific
component producers

¥ Smaller number of core
component producers

"  Core components can
be reused

¥ Shared Agreements
assure components can
be assembled
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Feedback to producers

Produce Components

| Use
: . Capability
Portfollo Mission Assembled
Management Component Capability
o2 Providers @
Core ‘. = -
Component ASSE mble
Provid
VSRR Capability
L ——
Subsequent

component and
shared agreement
versions

Shared
Agreements

Ad nister
Capability

Independent

Capability Assembly

" Capabilities assembled
using independently
produced components

® Components are a mix
of core and mission
specific

" Feedback from end user
to component
producers

" Capability adaptation in
field enabled

ol



DA Multi-Party Engineering —
Tenets

Tenet #1 — Provide Small Tenet #3 — Offer

Components Components in Markets
Short timeframes ® Markets enable component
B \ersion-able ; n production and capability
®  Suitable for iterations as Tenet #2 — Certity 'ass¢.embly to be d(?coup!ed
requirements evolve Components to Shared in time, yet have integrity

(via Shared Agreements) in

Agreements the final assembly

® Shared Agreements

Tenet #4 — Assemble constrain usage to assure Tenet #5 — Feedback
Capabilities ability to assemble later Loops
® Shared Agreements cover
® Capabilities are assembled security, accreditation, ® End users give direct
from components which testing, data semantics, etc. feedback to the markets
are certified to applicable and component producers
shared agreements ® The feedback is made
available to the component

providers, captured in the
markets, and drive future
component development
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Generic Ul Plug-In Marketplace Relationships

A Combat Suppert Agency

Component Provider Market Provider Component Assembler

4 Mission Component Governance \

Mission

certifies / uploads
mission-specific
components to the Marketplace

Selects & downloads mission
plug-ins from the

Provider Components

promotes common mission
functionality to the

Core Component Governance

. certifies / uploads CORE Components uses core plug-ins Consumer /
Provider
core components to Marketplace from the Assembler
the

e N
Infrastructure Governance

Framework /
certifies / uploads Infrastructure ) installs the

infrastructure Components
components to the Marketplace

Provider




. Migration Concepts 1 of 2

JC2 Migration includes

Modernization
"  Deprecation

" New

Legacy Baseline Acquisition Boundary
k:
-1
2

Legacy Bas]ine Acquisitiog Bnunlary

JC2 Migration assumes

® Based on JC2 Objective
Architecture

Incremental approach, no
big bang

® Deconstruct baseline
Harvest future components

® Create applicable shared
agreements

® Add to agile and adaptive
ecosystem

Agile and Adaptive Ecosystem

Shared
Agreements

FEEDBACK

: FEEDBACK

wiled
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. Migration Concepts 2 of 2

Agile and Adaptive Ecosystem

JC2 Migration Examples

¥ GCCS-J and Agile Client

INFO SHARING

| Coalition

e FEEDBACK }

® TBMCS and C2A0S/IS " High level view
¥ Mobile apps (DISA, " Depict “where” an IT asset
SOCOM, Army...) GOAL: Assembie (such as legacy baseline) is
Capability from N
o Standalone Standalone Components ASSEMBLE " Ability to assemble
Classic Web Augme ’ 1SP/ASP CAPABILITIES capability
— g sMer\gﬁes ¥ Ability to share
] o1 obile apps . .
_JJ z § Widgots information
3 £ Plug-ins " Depict where you want the
ThréaiData % IT asset to migrate
ﬁf' 2 3 ® Migrate what you need,
Comparant | = 9 . .
I when you need - iterative,
) %] P .
> &% |£ not big bang
Ee | . Delivery ® Ppatterns vary, depending on
Long Long Medium Short Time types of components used
to assemble capabilities




DA Teaming

e GCCS Family of Systems (FoS) PM-CESG — Reuse, Reduce, Modernize
e USAF — Agile Client
e USDI and NRO — Synchronize, Leverage, Implementation Consistency
e COCOMs — Agile Development Efforts:

e CENTCOM (JC2CUI)

e SOUTHCOM (Agile Client)
e Other DISA Organizations — Service Implementation and Deployment
* NASA and DOE — Reuse Common Solutions

* Non-govt: MITRE, BAH, MIT-LL — Pushing Concepts

e NGA* - Synchronization of Efforts



DISA_ Additional Information

Tuesday: 1345-1515
Joint C2: Situational Awareness and Intel (GCCS-J)

- Sustain, Synchronize, Modernize
- Modernization Strategy and Planning

Tuesday: 1530-1700
Multinational Information Sharing (MNIS)

- CENTRIXS - CMNT - UISS
- PEGASUS - CFBLNET

Wednesday: 1300-1400
Joint C2 Planning & Execution (JPES) and Combat Support (GCSS-J)

- JPES Framework
- New GCSS-J Capabilities and Future Evolution

Evolution of C2 Requires New Technology Plus New Development and Deployment Methods




> Learn More About MPE

e Attend International Command and Control

Research and Technology Symposium (19-21 June
2012)

e Join Community of Action — To Be Announced (Fall
2012)



P>).  Learn More About JC2
Objective Architecture

Read - https://www.us.army.mil/suite/files/30184579
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QUESTIONS




